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1 Introduction

Information Centric Networking (ICN) introduces a promising network communication ap-
proach for the Internet of the future. The idea of ICN is to request content by unique names
rather than querying hosts for stored content as in today’s Internet. This new paradigm is
providing several inherent features like in-network caching, group communication, and mobil-
ity, which requires much more e�ort in current IP based networks. On the other hand, this
research �eld also openes new challenges [1]. The challenge we are focusing on is the design
of a scalable name-based routing approach. Naming of content leads to several magnitudes
of more names than IP addresses, which have to �t in Forwarding Information Bases (FIB) of
routers. Several proposals exists [2], [3], [4] to compress and aggregate FIBs but caused by the
sheer scalability demands further research is needed.

The approach Partial Adaptive Name Information in ICN (PANINI) [5], [6] faces the challenge
on multiple levels. PANINI introduces aggregation points to (1) divide the namespace and its
routing cost among multiple routers, and (2) aggregate names in a hierarchical network. In
addition, PANINI (3) allows to limit FIB-sizes of routers, and (4) can still be used orthogonal to
FIB compression techniques. An aggregation point is a name-based router, which is responsible
for a set of content names and manages registrations of content suppliers. Content requests are
forwarded to its aggregation points, which are located at the root of a name-speci�c shortest
path tree (SPT). Such a SPT is previously constructed by a topology building mechanism initi-
ated by aggregation points. Then, the requests are forwarded down the tree to their respective
content suppliers. Shortcuts between requester and suppliers are possible. PANINI can limit
FIB-sizes of routers by smartly dropping entries and �ooding respective requests. The idea is
to exploit the diversity of the content popularity in the Internet and drop seldom used entries
to keep the �ooding rate low.

In this work, we measured and evaluated e�ciency and scalability of PANINI. We imple-
mented PANINI and integrated it in the Name Data Networking (NDN) project [7]. Then, we
tested and measured it in a real-world scenario. We used Mininet [8] to simulate di�erent
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1 Introduction

topologies and equipped the router with our implementation. In our investigation we focused
on metrics �ooding rate, path stretch caused by the constructed shortest path tree, and FIB-size
usage. We can show that the overhead based on control tra�c and path stretch is moderate
and the advantage of limiting the FIB-size outweighs �ooding cost.

The remainder of this paper is organized as follow. In Chapter 2 we recapitulate CCN the
most promising ICN architecture, we discuss di�erent name-based routing approaches, and
present the PANINI approach. Our implementation and its integration in NDN is described in
Chapter 3. In Chapter 4 we illustrate our measurement and test setup. Our measurement results
are summarized and discussed in Chapter 5. Finally, we give a conclusion and an outlook.
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2 Background and Related Work

Information Centric Networking (ICN) is a Future Internet concept, which we describe in
detail in Section 2.1, with a focus on name-based routing. We show di�erences to IP-based
routing in Section 2.2, point out a problem related to pre�x aggregation in Section 2.3 and give
an overview of FIB-size reduction concepts in Section 2.4. Finally, we focus on our approach
PANINI. In Section 2.5, we show the diversity of the content popularity, which we exploit in
our name-based routing approach PANINI, described in section 2.6.

2.1 Information Centric Networking

Information Centric Networking (ICN) is a novel communication paradigm and follows the
idea of labeling content with a unique name for identi�cation. Names are location independent
and favor concepts like in-network caching, group communication, and mobility. In contrast,
the current Internet model is host-centric and designed for a pair-wise communication. In a
pair-wise communication transmitted packets are only valid together with the context of the
sender or the receiver, which makes it di�cult by design to re-use transmitted data or adapt
state changes of hosts. Early proposals for ICN based networks are TRIAD [9] and DONA [10].
Nevertheless, the majority of current work follows the idea and concept of Content Centric
Networking (CCN) [11].

CCN relies on a hierarchical namespace and the message types Interest and Data Packet. The
Interest message is sent by a content requester (consumer) and the Data Packet is sent by a
content provider (producer) or a cache in response of an Interest. A forwarding engine acts
as a network stack between applications and networks, it routes Interests to sources, and it
forwards respective Data Packets along the reverse path to the requester. It provides faces,
a generalization of a network interface, for a transparent communication channel between
applications and networks of arbitrary technology. The forwarding engine consist of three
basic components, a Pending Interest Table (PIT), a Forwarding Information Base (FIB), and a
Content Store (CS). The PIT stores Interests with their incoming face to enable reverse path
forwarding (RPF) for matching Data Packets. PIT entries are deleted after usage or time out
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2 Background and Related Work

if no matching Data Packets were received. The FIB is similar to the FIB of an IP-Router, it
forwards Interests to potential sources and is �lled manually or automatically for example
by a routing protocol. Finally, the CS caches received Data Packets. These CCN entities are
the basis for the forwarding engine and are processed in the order CS, PIT, and FIB in an
forwarding procedure of an Interest. At �rst, an incoming Interest is matched with CS for
a respective Data Packet. If a Data Packet is available, it is send out to the incoming face of
the Interest. Otherwise, the forwarding engine moves to the next step. The PIT is checked
for a similar stored Interests. If an entry is already available, the FIB entry is updated by
adding the incoming face to the existing entry. Otherwise, a new entry is added and the
Interest is forward based on the FIB to one or more faces. In addition, a Strategy Layer is
intended to handle di�erent Interest forwarding strategies. For example a Multicast Strat-
egy could forward an Interest to multiple faces to increase the chance of �nding a Content
Store with the answer near-by. Another strategy could focus on high throughput or short delay.

Available implementations for CCN are CCNx [12], CCN-lite [13], and NDN [14]. CCNx
provides an ICN framework and is working to standardize di�erent components of its imple-
mentation [15] at the IETF. CCN-lite is a lightweight and interoperable implementation to
CCNx and NDN (Named Data Forwarding). In this work, we focus on NDN which provides
several implementations like a Forwarding Daemon (NFD), a Dataset Synchronisation Library
(ChronoSync) [16], and the routing protocol NLSR [17]. NLSR is an intra-domain routing
protocol derived from the Link-state routing protocol OSPF [18]. It supports NDN features
like multipath forwarding and NDN build-in security.
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2 Background and Related Work

2.2 Control and Data Plane

A network architecture can be divided into control and data plane. The control plane provides
the knowledge of where to forward packets to reach their destinations. The data plane or also
called forwarding plane uses this information to handle packets accordingly. In the current
Internet design, the control plane of a router is stateful and creates its knowledge by provider
con�guration and dynamic routing protocols. The data plane of a router is decoupled from its
control plane, stateless, and forwards or drops data packets based on the gathered information
of the control plane.

In contrast, ICN shifts the Internet to data awareness. The control plane still provides the
knowledge of where to forward packets (Interests). However, the data plane is stateful and
coupled with the control plane [19], [20]. In detail, content can be registered by any producer,
which causes an update of the control plane. This contrasts with the current Internet design,
where routing and DNS states are not changed on adding new content to a web page or on
caching data. The ICN data plane holds data-driven states as for each data packet reverse
forwarding information have to be stored [21].

2.3 Longest Prefix Matching

Longest Pre�x Match (LPM) is an algorithm used by IP routers [22]. It is used together with
pre�x aggregation to compress FIBs. The destination address of an incoming data packet is
matched with the most speci�c entry in the routing table to determine the outgoing interface.
This is possible as IP addresses are enumerable and therefore, pre�x aggregation is locally
decidable. The LPM algorithm cannot be easily mapped to name-based routing, as names are
not enumerable. An incorrect pre�x aggregation is referred to su�x hole [23] and is illustrated
in Figure 2.1. The network consist of six router, R1 to R4 are located in the default-free Zone
(DFZ) and R5 and R6 are located outside of the DFZ. For simpli�cation it is assumed that
each router in the DFZ performs an exact matching algorithm on the FIB and entries are not
aggregated. Consumer 1 and consumer 2 are interested in content of producer 2 (/google/maps).
Interests of consumer 1 are routed correctly, as it is directly connected to R1. On the other
hand, consumer 2 is physically connected to R5 as well as producer 2, which provides content
for pre�x /google. R5 is not part of the DFZ, but physically connected to it. R5 has two FIB
entries, a default path to DFZ (/*) and an entry to producer 1 (/google). In this case, Interests of
consumer 1 are routed mistakenly to producer 1 instead to producer 2, as the most speci�c
entry chosen by LPM is /google. On designing name-based routing protocols it is imported
to note that pre�x aggregation, as commonly used in IP networks can be a pitfall. Even if
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2 Background and Related Work

protocols have solved or avoid this pitfall, on linking two protocols (for example an intra
domain protocol and an inter domain protocol) the problem can reoccur.

R4

R3

R6

Producer 2
/google/maps

Producer 1
/google

R5

Consumer 2
/google/maps

R2

Default Free Zone

Consumer 1
/google/maps R1

Successfully Routed

Mistakenly Routed

1

2

3

2

1

3

FIB
Prefix    Face

/*        1

/google/  3

FIB
Prefix         Face

/google/       2

/google/maps/  3

Figure 2.1: The Interest of consumer 2 (/google/maps) is routed by R5 mistakenly to producer 1
(/google) instead to producer 2 (/google/maps).

2.4 FIB Aggregation and Compression

FIB-size of ICN routers "requires several orders of magnitudes more storage than the corre-
sponding IPv4 tables" [24]. In detail, current BGP routers have to handle 6 ∗ 105 entries [25]
, which cover over 109 IPv4 hosts [26] by aggregation. A transition to name-based routing
with similar techniques would blow current FIBs. The DNS alone has over 3 ∗ 108 unique
names [26], where pre�x aggregation is not possible. Furthermore, in the year 2008, Google
announced that its Index stores 1012 web addresses [27] and the paper A Hierarchical Name
Resolution Service (MDHT) [28] even expects 1015 names. Therefore, additional aggregation
and compression techniques are needed to reduce FIB-sizes in ICN.

The paper Scalable Name-Based Packet Forwarding [29] proposes a data structure to com-
press the FIB and speed up the lookup. The data structure is called Dual Binary Patricia (DuBP)
and consists of two modi�ed binary Patricia Tries with an additional compression level. The
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2 Background and Related Work

Tokenized Binary Patricia Trie (tBP) handles �at names and the Speculative Binary Patricia Trie
(sBP) is responsible for the pre�x subset. A Patricia Trie [30] is basically a compressed search
tree, where each child node is merged with its parent node, when the parent has exactly one
branch. The additional compression level is added by basically removing all these children but
the �rst, instead of merging them. It is still possible to lookup names by a fuzzy search, but the
Trie losses the ability to recover origin entries and to recognize if a name is not available. To
compensate this disadvantage, DuBP is proposed together with a forwarding behavior called
Speculative Forwarding in a two-level network architecture. The �rst level is a default-free
zone (DFZ) running the Speculative Forwarding behavior managed by routers, which are using
DuBP as FIB. The second level consist of local networks with conventional routers connected
to the DFZ. Speculative Forwarding performs Interest forwarding properly, if an FIB entry for
the Interest exist. While Interests without a matching entry are forwarded randomly through
the DFZ and are only dropped if a loop is detected or if they reach an edge router. The strength
of this proposal is a well compressed FIB, which is moreover independent of the length of
names. On the other hand, Speculative Forwarding can be easily exploited for DoS attacks and
router in the DFZ and router in local networks are facing the pre�x aggregation problem in
named-based routing (chapter 2.3).

The paper CONCERT: Constructing optimal name-based routing tables [31] reduces the num-
ber of stored pre�xes in a Patricia Trie FIBs to a minimal number. In a Patricia Trie pre�x
names are saved in edges and face IDs are saved in nodes. This means, when an Interest has
a longest pre�x match, the matching algorithm ends at a speci�c edge of the Patricia Trie
and the Interest is forwarded to the face ID saved in the attached note of this edge. It is very
common that a parent node of the attached node has multiple children saving the same face ID.
CONCERT proposes to minimize this redundancy. The optimal FIB is basically constructed by
traversing every parent and for each parent removing all children with the most frequent face
ID and adding a default entry for this face ID, instead. If an Interest cannot be matched, as it is
removed by the optimization and the default entry is used. The strength of CONCERT is that
it has a good compression rate and can be used orthogonally to other compression techniques
like a Bloom �lter approach [32] to shrink a FIB to �t in the fast RAM of a router to increase
the lookup speed. On the other hand, this algorithm still requires a reference of the full FIB to
stay in an optimal state after an incremental update operation.

The paper VDR: Virtual Domain-based Routing Scheme [33] proposes to distribute the global
FIB to virtual domains and sub-domains to reduce FIB-sizes on routers. A virtual domain is
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responsible for a subset of routing names. Each virtual domain is bound to a hash value and
processes all names which are hashed to this value. For example, the Interest facebook/simp-

son/images is received on an edge router. The edge router hashes the �rst component to the
domain name /D1 and forwards the Interest to this domain. Afterwards, the second component
is hashed to the value D11 and the Interest is forwarded from domain /D1 to domain /D1/D11

and so on until a sub-domain knows where to �nd the producer or a cache with the respective
content. Virtual domains and sub-domains of all levels are bound to physical routers, whereby
a router can be part of no, one, or several domains. In the current state of this routing approach
it is assumed that each router knows how to route to any other router. This approach has
the trade-o� between path stretch and FIB-size, as for a small FIB-size the number of virtual
domains a router is part of must be low. But the probability of a detour for Interests increases
the less often a domain with its routing information are shared among physical routers. The
strength of this proposal is a distributed global FIB, which reduces the FIB-size of an individual
FIB. On the other hand, this work is in an early state and leaves some questions unanswered,
for example how is the trade-o� between path stretch and FIB-size or how are routers assigned
to a virtual domain.

2.5 Name Popularity

A name popularity model shapes the frequency of requested content in a measurement scenario.
While the content popularity distribution has a big in�uence on the e�ciency of PANINI we
are looking for a realistic model. An often used model for this purpose is the power law
distribution Zipf’s law [34]. It was con�rmed in the past for Internet objects like web caching
[35] and website usage [36] but refute for user generated content like Youtube videos [37] or
peer-to-peer data [38]. Instead of simply use Zipf’s law we wanted to verify if it still applies
for our purpose. We veri�ed it empirically by analyzing the website usage of the Internet as it
has the largest coverage of all metrics.

For the veri�cation we gathered information provided by three di�erent web analytic ser-
vices. Alexa3 an amazon.com company provides a free and global top one million website list
which we used as reference list for further investigations. Furthermore Alexa provides an API
to get detailed information like relative pageviews over the time ranges months, weeks, and

3http://www.alexa.com/
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2 Background and Related Work

days for individual websites. We additionally crawled the website of Quantcast1 which o�ers
a free list of websites with their unique monthly visits of the United States. Finally we crawled
the Informer2 website based on our Alexa reference list and gathered the information of the
estimated absolut daily visitors and pageviews per website.

In Figure 2.2 we compared our dataset with Zipf’s law. All curves follow a similar pattern to
Zipf’s law, even though all curves di�er in their skewness, top, and the long tail. The curve of
Alexa �ts best, but drops on the long tail to zero as the API does not provide more accurate
data for lower ranks. The varieties between Alexa, Quantcast, and Informer can be explained
by the di�erent metrics they provide. Quantcast provides a distribution of unique visitors
where repeated pageviews of the same user are eliminated. This reduces the weight of the
high ranked websites as their rank relies on the usage of many users which also use its service
in a high rate (e.g. google.com). Cause of this eliminated factor the skewness is lowered which
is represented in the log-normal scaled graph by a shift up the Y axis. Informer estimate its
data based on third-party web analytic services and it is unclear why it di�ers from Alexa.
However, in conclusion we were able to show that Zipf’s law follows a su�ciently realistic
pattern and can be used as a name popularity model in our measurement scenarios.

2.6 PANINI

PANINI (Partial Adaptive Name Information in ICN) is a name-based routing approach, which
distributes the routing load and allows to limit FIB-sizes of routers. The routing load is dis-
tributed by introducing Name Collectors (NAC), which divide the namespace and its routing
cost. The FIB-size can be limited on a router, by smartly drop FIB entries. Interests, which then
get a FIB miss are simply �ooded. This strategy still scales, as �ooding areas are restricted and
the diversity of the content popularity (see Section 2.5) is exploited by only dropping the least
frequently used FIB-entries.

Multiple NACs can be placed in a network. Each NAC is responsible for a disjoint set of
pre�xes, which together cover the whole namespace. NACs act as aggregation points for its
pre�x set and are the only entities which require a complete FIB and can be seen as a default-
free zone (DFZ) router. A NAC announces its position and advertises its pre�x set. Then, each

1https://www.quantcast.com
2http://website.informer.com
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Figure 2.2: Zipf’s law in compression to measured name popularity distribution from di�erent
sources.

router sets pre�x-speci�c default paths to reach this NAC. The pre�x-speci�c default path is
the shortest path to the NAC and is constructing together with all other shortest paths of the
same pre�x a shortest path tree (SPT). Instead of advertising pre�xes, a hash-routing approach
[39] could be used to map content identi�ers to NAC positions. This reduces the potential
memory demand as FIB entries for pre�x-speci�c default paths can be avoided.

Producers register their content at a NAC by sending a Name Advertisement Message
(NAM). These NAMs are forwarded up the tree along the shortest path to the NAC. Each router
along the path decides based on its available resources whether or not to save the path to
the producer. All paths to producers are directed downwards, while pre�x-speci�c default
paths are directed up to the root of the SPT. Interests, send by consumers, are forwarded along
the pre�x-speci�c default path up to the NAC or up to a router with a matching forward-
ing entry added by a NAM. Then, Interests are forwarded down the tree to the producer. If
a router has no forwarding information for an Interest, it is �ooded to all Downstreams, instead.
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Table 2.1: Example of a PANINI FIB table
Mode Pre�x Face
Default /foo/* 1

/bar/* 1
Include /my/videos/ 2

/your/music/ 3
Exclude /qux/* 2,3

PANINI also introduces improvements to the FIB, which reduces the FIB-size and minimize
the �ooding area. A PANINI FIB has the modes default, include, and exclude as shown in table
2.1. The include mode is �lled by NAM messages and is used to forward Interests received
on upstream side as well as on downstream side of the router. The exclude mode is intended
to prune �ooding of Interests in branches where no producer for a speci�c pre�x exists. The
default mode stores pre�xes advertised by NACs and is used to forward Interests received at
a downstream face as well as NAMs received anywhere. Furthermore, PANINI distinguish
between two types of routing names, names with full pre�x information (/test/a/ ) and names
with one ore more aggregated pre�xes (/test/a/*). Entries with an asterisk can be used for LPM
and entries without an asterisk have to be matched exactly.

2.7 Prefix Aggregation in Access Networks

Pre�x aggregation can reduce FIB-sizes but it is not applicable in all situations. PANINI is
designed to aggregate pre�xes on upstream faces. Aggregation on downstream faces is only
feasible when names are bounded to the topology as an intermediate PANINI router has in-
complete information of its network. In detail, if names are bounded to the topology pre�x
aggregation is locally decidable (see section 2.3). An bounded name set can be enforced when
names and their producers are controlled by a single authority.

In this section, we focus on a scenario where PANINI is deployed in an access network and
discuss where pre�x aggregation can be used. An access network, also called Eyeball network,
provides Internet access to private users and companies. In most cases an bounded name set
cannot be enforced and prevents the use of pre�x aggregation on downstream faces.

11
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Companies often host their own services and have to publish their content. Associated
content names have no aggregation potential as published names of companies usually share no
common pre�x. In contrast, private users mostly consume content or publish content through
third-party supplier like social networks or cloud services. In these cases, no content has to be
published and therefore no additional FIB entries are required. Current Internet services that
do not �t into these classes are based on technologies like peer-to-peer or WebRTC [40], [41].

Peer-to-peer content is shared directly without a third-party supplier. Whether peer-to-peer
content has to be published depends on its ICN implementation and the functionality provided
by the ICN network. A vanilla approach for a peer-to-peer network based on the ICN paradigm
can be implemented as follows. A peer downloads a content chunk and afterwards published
this chunk to make its own copy available for further peers. This approach leads to huge
FIB-sizes as pre�x aggregation cannot be used. Another solution which does not require
registration of content but bene�ts from the in-network caching feature of ICN could rely
on the Forwarding Label idea [42]. The Forwarding Label approach adds a locator name to
the Interest and enable forwarders to forward Interests to a dedicated network or a host. In
this case, host identi�ers would be assigned and controlled by Eyeball ISPs and would allow
pre�x aggregation. In an ICN network where hosts can be addressed directly, a peer-to-peer
network can operate similar to todays implementation without causing scaling problems and
with improved content dissemination.

WebRTC enables browser-to-browser communication, is especially designed for realtime
applications, and shares content without a third-party supplier. In an ICN environment,
WebRTC can be integrated similarly to peer-to-peer applications and bene�ts from the in-
network caching feature.

In summary, private users usually do not publish content and do not enlarge FIBs. This
could change in the future as technologies like Internet of Things (IoT) are on the rise. The idea
of IoT is to connect everyday things like temperature sensors and light bulbs to the Internet.
This technology provides new content which may have to be published. IoT things of private
users are most likely connected to a gateway which preprocesses sensor data. This gateway
could publish extracted content or transmit the content to a cloud service. In the �rst case,
additional FIB entries are required which cannot be aggregated as bounded topology names
cannot be enforced. In the second case, FIBs of the access network remain una�ected.

12



3 PANINI Implementation

We integrated PANINI in the Named Data Networking (NDN) software [7] [14]. The NDN
community provides a comprehensive open source toolbox containing a forwarding daemon,
di�erent client libraries, test and debugging tools, example programs and further more. We
implemented the behavior of PANINI in the provided NDN forwarding daemon (NFD), and
used the client library NDN-cxx for consumer and producer. Furthermore, we added di�erent
policies to limit the FIB-sizes. With this setup, we want to observe and analyze the behavior of
PANINI in a real-world scenario.

3.1 NDN Forwarding Daemon

The NFD [43] is written in C++11 and implements an ICN forwarder and is complaint to
the NDN protocol [44], which speci�es the behavior and binary structure of di�erent NDN
entities like Names, Interests and Data Packets, and Signatures. Next to the basic architecture
of an ICN forwarder, with a PIT (Pending Interest Table), a FIB (Forwarding Informationen
Base), and a CS (Content Storage), the NFD has additional features like a Strategy Choice
Table and a Routing Informationen Base Manager (RIB). The RIB is a usability feature for the
experimental platform NFD and can handle multiple programs, users and routing protocols
at the same time and merge their requests into the FIB. The Forwarding Strategy (Layer)
is a part of the forwarding pipeline of NFD and decides based on the FIB whereto forward
individual Interests. In detail, the Strategy Choice Table chooses for each incoming Interest a
appropriate Forwarding Strategy based on pre�x matching. For example an Interest of a group
chat program would be forwarded by a Multicast strategy. A �le download would be handled
by a Forwarding Strategy, which chooses a network interface with a high throughput, whereas
a metric for a telephone call would be based on a short delay.
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3.2 Integration of PANINI

We integrated the behavior of PANINI directly in a Forwarding Strategy instead of as a separate
program connected to the RIB. This design decision reduces the number of necessary processes
and requires less computing power for our experiments. As we want to simulate networks
on a single machine with over 300 nodes and several hundred producers and consumers. Fur-
thermore, we implemented our own FIB based on a Patricia-Trie, where each edge represents
a component of a name and vertices can save outgoing interfaces and replacement strategy
information. This FIB is used twice in PANINI, once to save forwarding information to NACs
(NAC-FIB), used for routing NAMs up the tree and once for general Interests (Interest-FIB).
Our Forwarding Strategy PANINI is triggered on the receiving of an Interest. In this state
the NFD has already checked that Interests are not in a loop and cannot be satis�ed by the
CS. Afterwards, PANINI distinguish between NAC announcements, NAMs, and general Inter-
ests. NAC announcements and NAMs are used to update the NAC-FIB and the Interest-FIB.
General Interests are processed as follow. At �rst the Interest-FIB is checked for an avail-
able route. If a route is available, the Interest will be routed appropriately. If not, the Interest
is either �ooded down the tree or forwarded up to its NAC depending on its incoming interface.

To simulate in our measurements a memory scarcity, we added two polices to limit the
FIB-size and replace entries in a full FIB. The �rst policy ads a hard limit to the FIB and performs
an Least Frequently Used (LFU) algorithm to replace entries in a full FIB. The second policy
adds a soft limit to the FIB, where each entry has a limited lifetime, which is renewed on usage.
Both replacement strategies can be combined as well.
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4 Measurement Setup

Our measurements are based on Mininet [8]. It enables the construction of arbitrary virtual
networks on a single machine and facilitates native code running on minimal virtual nodes in
these networks. We equipped Mininet based networks with our NDN/PANINI implementation.
With this setup, we want to analyze the e�ciency and the scalability of PANINI. In detail, we
want to survey the overhead, caused by control messages and a path-stretch as a result of
the required tree topology. Furthermore, we want to investigate the trade-o� between FIB
limitation and the �ooding cost in a real-world scenario.

4.1 System Configuration

We used Mininet version 2.2.1 and NFD/NDN-cxx in version 0.4.0. All experiments are per-
formed on Ubuntu 14.04, which operates on a machine with AMD Opteron 6376 processor units
(64 Cores, 500 GB main memory). Such a powerful machine was necessary, as our largest
measured topology consists of over 300 virtual nodes with a NDN-Forwarder running on
each as an independent process. Additionally, several hundred consumers and producers were
running at the same time. For the initialization and con�guration of the virtual networks, we
wrote an con�guration tool for Mininet in Python 2.7.6.

4.2 Network Initialization

For our experiments, we used Uniform Recursive Trees (URT) and Rocketfuel data [45] for net-
work topologies. URTs are randomly generated trees, where each tree has the same probability
to be generated. They are recursively generated as follows. The initial tree has one vertex (the
root, in this case named Host 0) and in each generating step, a new vertex is linked to an existing
vertex of the tree, whereby the existing vertex is chosen uniformly random. Rocketfuel is an ISP
mapping engine, which maps traceroute data to DNS information and measures router-level
ISP topologies. A dataset of six measured ISP topologies is provided on the website of the
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4 Measurement Setup

AS Name #Router Average Path Length NAC Router
Mesh Tree

1221 Telstra (au) 104 4.6 5.4 Adelaide, Australia1729
1239 Sprint (us) 315 4.0 5.2 Dallas, TX4080
1755 Ebone (eu) 87 4.5 5.5 Amsterdam, Netherlands227
3257 Tiscali (eu) 161 4.2 5.3 Frankfurt, Germany151
3967 Exodus (us) 79 4.1 5.4 Oak/Brook, IL300
6461 Abovenet (us) 138 3.8 4.6 Washington, DC483

– URT100 100 – 6.2 Host 0

Table 4.1: Overview on used topologies. ISPs and URT with the number of (backbone) routers,
the average path length of the original mesh topology and extracted shortest path
tree, and the router name of the NAC.

University of Washington [46]. We constructed shortest path trees from these topologies in
two steps. First, the root has been determined by the metric highest betweenness [47] (formula
4.1). The betweenness indicates the centrality of a node (υ) in a network. It is calculated by
counting the number of shortest paths, which traverse the node (σst(υ)), divided by all shortest
paths σst between node s and t. And second, the shortest path from each vertex to the root is
used to create a shortest path tree. A list of all topologies is shown in table 4.1.

g(υ) =
∑

s 6=v 6=t

σst(υ)

σst
(4.1)

After the topologies are constructed, we placed NAC and producer in the network. The NAC
is placed at the root and all producers are randomly set to a �xed position. A �xed position
represents a non-mobile producer. Furthermore, we saved these positions for all upcoming
measurement, to limit random e�ects and increase the comparability individual measurements.
However, consumers do not have a �xed position, which spreads the Interest for content over
the whole network.
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4.3 Measurement Procedure

After the network and all parameters are chosen, an experiment can be con�gured and executed
with the following steps. At �rst, Mininet is started with the chosen topology. Afterward a
NFD is started on each virtual node, which is waiting for local consumers and producers on a
TCP port. Furthermore, all caches are disabled to avoid related e�ects on our measurements.
In the next step the Name Advertisement Collector (NAC) is announced in the virtual network.
A dedicated Interest is �ooded down the tree and each NFD saves the interface, on which the
NAC message has been received, to de�ne the upstream with the given NAC-pre�x. Finally, the
FIB of the NAC and of all NFDs are initialized. Each producer announces its pre�x with a Name
Advertisement Message (NAM). The NAM is also a dedicated Interest and is forwarded up the
tree along the previously set upstream. If the network is initialized successfully, the measure-
ment process has to handle two tasks. Task one is a maintenance thread and resends all NAMs
continuously to refresh FIBs. Task two simulates the behavior of consumers and producers and
is executed concurrently and sequentially. The number of concurrent processes, which we call
Interest events in the remainder of this work, depends on the speed of the computing machine
and is determined empirically. At �rst, a random name from the prede�ned name list is chosen
based on its content popularity (see Chapter 2.5), which selects the tra�c for each event. Then
the corresponding producer is started on its prede�ned position in the network. Afterwards a
consumer sends an Interest from random position and waits for requested data. The NFDs, the
consumers, and the producer create log �les on which the evaluation is based. These log �les
allow to extract the path each Interest has taken as well as to track the FIB-size of every NFD.

4.4 Validation Setup

Log �les are used, next to the measurement evaluation, for monitoring and debugging purposes
of the experiments. Figure 4.1 illustrates four examples of Interest paths measured in the
URT100 topology. This tool helps to check the PANINI implementation for proper functionality.
Next the manually checks, a script checks all Interest events for packet loss, which occurs if
the computing machine is overloaded. In our measurements we distinguish between two types
of packet loss, (a) Interest loss, which a�ects our measurement, and (b) data loss, which can be
neglected. Figure 4.2 summarize potential problems of a measurement of the topology AS 1239.
The plot shows two million Interest events and is divided into Correct events, Lost Interest, Lost
Data, and Misc Error. When a consumer sends an Interest and receives the requested data and
no miscellaneous error occurs the event is performed correctly. An Interest is lost, when the

17



4 Measurement Setup

producer does not receive the Interest. A data packet is lost when the producer receives the
Interest but the consumer does not receive the data packet. Finally a miscellaneous error occurs,
when an Interest has been lost in one of the broadcast branches but nevertheless reached the
producer. On the one hand the Figure 4.2 shows nearly no Interest loss and no miscellaneous
errors, which indicates a well performed experiment. On the other hand the �gure reveals two
problems we have. Problem one is the high rate of data loss on large topologies like AS 1239
and AS 3967. The simple answer would be the high computational load but contradicts the
low lost rate of Interest. Problem two is the increasing rate of data loss. Our �rst test with
larger topologies ends with an segmentation fault of the root NFD. We found out that, the
segmentation fault was caused by a maintenance routine trying to clean unused faces. After
disabling this routine the segmentation fault was temporary �xed but resulted in an increasing
of the data loss. Our measurement results are not e�ected by these problems, as PANINI is
not responsable for the data transport and it is not a part of our evaluation. We only have to
care about the Interest lost rate, which is close to zero (usually less then ten Interest per two
million events) in our measurements. Nevertheless further investigation is needed.
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(a) Interest delivery across NAC branches without a cache miss.

(b) Interest delivery within NAC branch without a cache miss.

(c) Interest delivery accross NAC branches with caches misses.

(d) Interest delivery within NAC branch with caches misses.

Figure 4.1: Examples of di�erent Interest events extracted from log �les (consumer in blue,
producer in green).
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Figure 4.2: The plot summarizes potential problems of an experiment. We lost nearly no
Interest, but over the measurement duration an increasing amount of data packets.
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In this section, we evaluate e�ciency and scalability of PANINI. These factors are depending
on the overhead and routing cost. In detail, the overhead is caused by signaling messages,
�ooding rate, and path stretch. The routing cost is caused by the number of routing entries
and its search time. We evaluate PANINI as follows. First, we investigate the impact of path
stretch, which is caused by constructing tree topologies from ASes. Afterwards, we compare
the FIB-size limitation with �ooding costs in di�erent AS topologies. We analyzed two simple
replacement strategies for FIB entries in detail, which we integrated in our FIB implementation
(see section 3.2). And �nally, we survey the overall FIB-size usage, by which we can derive
proposals to improve the e�ciency of PANINI.

5.1 Path Stretch

PANINI operates on virtual and name-speci�c trees, overlayed on the physical network. These
trees, on which the communication relies, can cause to a path stretch between nodes in
comparison to the physical network as most Interests are forwarded over a NAC to the
producer. For our investigation we compared six AS topologies with their shortest path trees
with the node of the highest betweenness as root (see section 4.2). We found that the average
path stretch is only between 17 and 32 percent. In most cases 50 percent of the paths do not
experience any stretch at all and less than 7 percent of all paths have a stretch of more than 2.
Figure 5.1 shows the cumulative distribution function for each AS. It is created by computing
the length of all shortest paths between all node pairs for the origin AS network and for the
constructed tree topology. Then, the quotient of the these two values have been counted. The
placement of the NAC has a big in�uence on the path stretch. A NAC located at the center of
the network minimizes the overall path stretch as many Interests traverse this node without a
stretch of their paths.
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Figure 5.1: Path stretch distribution of the di�erent Rocketfuel topologies, BC denotes the
Betweenness Centrality of the NAC.

5.2 Flooding Trade-o�

PANINI limits the FIB-size by dropping seldom used FIB entries. A dropped FIB entry will
cause a cache miss if requested and the router is forced to �ood the interest for delivery. We
investigated this trade-o� between FIB limitation and �ooding cost and we can show that the
overall broadcast rate is remarkably low. Figures 5.2 summaries our results. We focus on the
ASes 1239 and 3257 and a generated URT as described in Section 4.2. For each topology we
show two plots, which distinguish between the used FIB entry replacement strategy. One adds
a hard limit to the FIB-size and performs a Least Frequently Used (LFU) algorithm to replace
entries in a full FIB and the other adds a soft limit to the FIB, where each entry has a limited
lifetime, which is renewed on usage. Each plot shows multiple measurements with a di�erent
parameter for the replacement strategy and each measurement consists of 2 Mio. Interest
Events (see section 4.3) to ensure a su�cient convergence. Figure 5.2(a) for example shows
the �xed FIB-size strategy with the maximum sizes 12, 25, 50 and unlimited for each router.
In contrast Figure 5.2(b) shows measurements, where each FIB entry has a limited lifetime.
In detail, the NAM repetition interval of producers is set to 200 seconds, which represents
a tick. The Fib entry lifetime is set either to 30 seconds (0.15 ticks) or 60 seconds (0.3 ticks).
Furthermore all plots show the average hop count for each measurement, divided in Unicast
and Broadcast signaling. An Unicast Interest is send, when a router has a cache hit or sends
the Interest to the upstream face. Broadcast Interests are send, when a router has a cache miss
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and has to �ood the Interest down the network tree.

The striking point is the low number of broadcast messages per request. The average number
of broadcasts are between 0.1 and 1.4, besides for the topology URT 100, which has up to
2.4 broadcast messages. These variation is caused by the di�erent impact of the replacement
strategies on the topologies. For example the URT 100 has less nodes and the NAC has less
branches then AS 1239 or AS 3257. Therefore, the 1000 names we are using in our simulation
have to �t in less FIBs, which is especially in the limited FIB-size replacement strategy not
possible and causes to a higher �ooding rate. Nevertheless, the average �ooding rate is in
general very low, due to the functioning of replacement strategies, which favor to drop seldom
used FIB entries rather than often used once. In detail, we used the real world content popularity
distribution (see section 2.5), where a very limited content set has a high request frequency and
neglects seldom used content, which is �ooded. In addition, we analyzed the behavior of the
replacement strategies. As shown in the Figures 5.3 and 5.4 content with a high popularity are
less often �ooded. On the other side, these �gures show also, that content of low popularity
can have up to 15 broadcast packets per request and in summary with the Unicast messages
over 20 packets, whereas the average path length has only 5.2 hops. But based on the content
popularity distribution low ranked content has little impact on the average broadcast rate.

5.3 FIB-Size Distribution

The FIB-size of a router depends on the number of local attached producers and of the number
of producers in its branches. The FIB-size can be reduced by our replacement strategies, except
for the NAC, which always has to hold a complete FIB. Our results show even without FIB-size
reduction techniques the demanded FIB-size is moderate. For example, 90 percent of all routers
in AS 1239 require 20 or less FIB entries and even 85 percent require 10 or less FIB entries by a
name set of 1000 names. Figure 5.5 and Figure 5.6 show snapshots of logged FIB-sizes of all AS
1239 routers ranked by their FIB-size. In addition, all plots included the maximum possible
FIB-size per router as reference, which is extracted from the measurements with unlimited
FIB-size. For a su�cient convergence, all snapshots are taken after 50 percent of the executed
interest events (after 1 Mio. events). The plots distinguish by the used replacement strategy.
Figure 5.5 shows a plot with the replacement strategy, which adds a hard limit to the FIB-size
and Figure 5.6 shows for comparison the behavior of the replacement strategy, which limits
the FIB entry lifetime. The replacement strategy, which limits the maximum FIB-size, has
the advantage that routers with a FIB-size below the limit do not have to drop entries, which
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(b) AS 1239, limited FIB entry lifetime
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(c) AS 3257, �xed FIB-size
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(d) AS 3257, limited FIB entry lifetime
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(e) URT 100, �xed FIB-size
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(f) URT 100, limited FIB entry lifetime

Figure 5.2: Summary of the Unicast and Broadcast Distribution for di�erent FIB-sizes and FIB
Entry Lifetimes, showing average, 95%, 5% percentile.
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(b) Maximum FIB-size of 25
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Figure 5.3: Summary of Unicast/Broadcast distribution per content for topology AS 1239 and
replacement strategy limited FIB entry.
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(a) FIB entry lifetime of 30 seconds
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(b) FIB entry lifetime of 60 seconds
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Figure 5.4: Summary of Unicast/Broadcast distribution per content for topology AS 1239 and
replacement strategy limited FIB entry lifetime.
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can avoid even �ooding of less popular content. On the other hand, the replacement strategy,
which limits the FIB entry lifetime, drops not used entries after a time interval and risks a
�ooding of Interests in the future.
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Figure 5.5: FIB-size snapshots (blue) of AS 1239 with a limited FIB-size in comparison to a
reference FIB-size of an unlimited measurement (red).
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Figure 5.6: FIB-size snapshots (blue) of AS 2139 with limited FIB entry lifetime in comparison
to a reference FIB-size of an unlimited measurement (red).
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6 Conclusion and Outlook

In this work, we measured and evaluated e�ciency and scalability of the name-based routing
approach PANINI. We showed that the overall �ooding rate is remarkably low and the FIB-size
demand is (even without FIB-size reduction techniques) moderate. Additionally, we analyzed
the path stretch, caused by a virtual tree topology which overlayed the physical network, is in
a acceptable low range between between 17 and 32 percent.

For our measurements we integrated PANINI in the NDN-software suite. We implemented a
forwarding strategy with the behavior of PANINI instead of as a separate routing program as
intended by NDN. With this decision we were able to reduce the number of required processes
and computation power in our measurements to enlarge our scenarios for a more realistic
touch. We implemented our own FIB based on a Patricia-Trie and integrated two policies to
limit the FIB-size and to simulate the handling of memory scarcity.

For our measurement scenarios we used six AS topologies measured by Rocketfuel and a
topology generated by an URT algorithm. These topologies are simulated by Mininet and
equipped with our NDN/PANINI implementation. In the next step, we constructed shortest
path trees from these topologies and placed an aggregation point at the root node. With these
simulated networks and a realistic name popularity model based on Zipf’s law, which we
compared to three web analytic services, we run several measurements. In summary, we could
show that a well placed aggregation point in a network distributes the global FIB between ICN
routers of the network and reduces the routing overhead like signaling messages and path
stretch. Additionally, we could show that PANINI can limit the FIB-size of individual routers
with a minimized �ooding rate.

In our future work, we want to implement PANINI for the operating system RIOT [48],
which is directed to low powered and memory constrained devices. Therefore, we have to
focus on energy e�ciency and optimized data structures for a minimal memory footprint.
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