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ABSTRACT
Many technical systems of the Information and Communica-
tion Technology (ICT) sector enable, structure and/or con-
strain social interactions. Thereby, they influence or im-
plement certain values, including human rights, and affect
or raise conflicts among values. The ongoing developments
toward an “Internet of everything” is likely to lead to fur-
ther value conflicts. This trend illustrates that a better un-
derstanding of the relationships between social values and
networks is urgently needed because it is largely unknown
what values lie behind protocols, design principles, or tech-
nical and organizational options of the Internet. This paper
focuses on the complex steps of realizing human rights in
Internet architectures and protocols as well as in Internet-
based products and services. Besides direct implementa-
tion of values in Internet protocols, there are several other
options that can indirectly contribute to realizing human
rights via political processes and market choices. Eventu-
ally, a better understanding of what values can be realized
by networks in general, what technical measures may affect
certain values, and where complementary institutional de-
velopments are needed may lead toward a methodology for
considering technical and institutional systems together.
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1. INTRODUCTION
Currently, initiatives within the Internet Research Task

Force (IRTF) or the Values-in-Design Council on Future
Internet Architectures strive to make the future Internet
match social values better. For the Internet as a global
communication infrastructure, the relevant catalog of social
values are human rights [1, 21]. They are the only globally
effective catalog of normative criteria of fundamental legal
rights and moral values. To a certain extent, the Internet
and its protocols have already facilitated the realization of
human rights, e.g., the freedom of assembly and expression.
In contrast, measures of censorship and pervasive surveil-
lance violate fundamental human rights [31, 32].

One of our research objectives is to investigate and reveal
the relationships between design principles used in commu-
nication networks and human rights (we also note that not

every human right is applicable to networks). If we better
understand these relationships, the development of technical
standards and protocols for the future Internet can proba-
bly take designs into account that enforce human rights or
certain values and may even inhibit their violation. From a
technical perspective, new technologies may imply new de-
sign options and also different implications for values. For
instance, the current Internet architecture has different im-
plications on privacy than alternative designs like Named
Data Networks [45].

The following considerations are based on the assump-
tion that many technical systems of the Information and
Communication Technology (ICT) sector enable, structure
and/or constrain social interactions. Thus, ICT systems
typically embed and influence numerous values, including
human rights. By now, this assumption is intensively dis-
cussed in the literature describing and analyzing the regula-
tive or governing features of ICT systems, Internet architec-
tures, protocols, and other Internet-based technologies and
services [30, 24, 2, 10, 21, 28]. The terms used in differ-
ent disciplines to analyze this phenomenon range from lex
informatica, code as law, regulating code, techno-regulation,
governing algorithm, algorithmic governance, electronic in-
stitutions to software institutions.

The current trend of connecting everything to the Internet
leads to a growing dependency of the society and individuals
on networks, and new or continued value conflicts can be ex-
pected. Despite several efforts in the past, there is still a lack
of systematic approaches or methodologies for value-aware
communication architectures and value-oriented network de-
sign, many research questions have not yet be sufficiently
answered. We believe that more interdisciplinary research
is urgently needed and that purely technical solutions may
often be not sufficient to ensure the implementation of val-
ues.

2. VALUES, NORMS AND INSTITUTIONS
Values are “lasting convictions or matters that people feel

should be strived for in general and not just for themselves
to be able to lead a good life or to realize a just society” [43].
Social values are not individual preferences. They usually
provide a mean for orientation, justification, and evaluation
of decisions on actions and preferences. To a certain degree,
they have intersubjective validity [43, 23].
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At least when used for specific purposes, ICT systems in-
tentionally or unintentionally embed certain values and have
indirect effects on other values [12, 26]. In most cases, the
values directly addressed in engineering are technical and
economic values like system security or economic efficiency.
Approaches of values in design, value-sensitive design or
constructive technology assessment aim to broaden the range
of values that are considered in research and development
of technologies, including ICT systems.

Social values, which are normally abstract or global ideas
or objectives, are often incorporated into norms to pro-
vide more concrete orientation in decision-making. In a
broad understanding, norms are “rules that prescribe what
concrete actions are required, permitted or forbidden” [43].
Norms prescribe how people should treat each other, and by
this they make clear in everyday life how we should act to
achieve certain values [43, 23].

For the following considerations, we understand norms as
a type of institution. Institutions are established systems
of rules that enable, structure and constrain social interac-
tions, including the means to enforce them like incentives
or sanctions [15, 27] (see also Fig. 2). The relation between
values and institutions is that institutions realize certain so-
cial values due to their socially binding character. In this
sense, institutions are established and enforced systems of
intersubjective values.

When institutions and their values are implemented in
and/or enforced by software systems we can speak of “soft-
ware institutions”.1 Following this, software institutions are
systems of rules incorporated in and enforced by software
that enable, structure and constrain social interactions by
digital means. They especially include Internet protocols
that define formats and rules according to which interac-
tions (e.g., data exchange) between communicating parties
take place. It will be shown below that software institu-
tions are, however, just one of many elements in institutional
frameworks that address interactions on the Internet.

2.1 Values of Human Rights
The main source of the values of human rights is the

International Bill of Human Rights that is composed of
the Universal Declaration of Human Rights (UDHR) [33]
along with the International Covenant on Civil and Polit-
ical Rights (ICCPR) [34] and the International Covenant
on Economic, Social and Cultural Rights (ICESCR) [35].
In the light of several cases of Internet censorship, the Hu-
man Rights Council Resolution 20/8 was adopted in 2012,
affirming “. . . that the same rights that people have offline
must also be protected online. . . ” [36]. In 2015, the Char-
ter of Human Rights and Principles for the Internet [17] was
developed and released [18]. According to these documents,
some examples of human rights relevant for ICT systems are
human dignity (Art. 1 UDHR), non-discrimination (Art. 2),
rights to life, liberty and security (Art. 3), freedom of opinion
and expression (Art. 19), freedom of assembly and associa-
tion (Art. 20), rights to equal protection, legal remedy, fair
trial, due process, presumed innocent (Art. 7–11), appropri-

1The term “software institution” is used to indicate that
such software systems not only govern or regulate but also
enable new forms of social interactions. It also indicates that
the features of software are seen as distinctive ones. Here,
software includes not only algorithms, but also standards,
interfaces, settings, defaults, and so on.

ate social and international order (Art. 28), participation in
public affairs (Art. 21), participation in cultural life, protec-
tion of intellectual property (Art. 27), and privacy (Art. 12).

2.2 Value Conflicts
Even these fundamental societal values are frequently in

conflict with each other, i.e., value conflicts are not the ex-
ception but the rule. Many conflicts are handled at national
level, but this is not always possible in the context of the
Internet as a global infrastructure.
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Figure 1: Example of value relations and the result-
ing value conflicts

Figure 1 shows an example of conflicting values. Pro-
tecting human dignity (Art. 1 UDHR) provides the moral
basis for interpreting other human rights and deriving their
meaning [14]. One derivation can lead from protection of
life via protection from harm and security (Art. 3 UDHR)
to accountability. That is, on the one hand, attackers on
the Internet trying to disturb the proper functioning of the
network (e.g., by launching distributed denial-of-service at-
tacks) should be held accountable for their attacks. On the
other hand, a right of the free development of the individ-
ual involves privacy (Art. 12 UDHR) and to use means for
anonymous communication. But the latter makes it diffi-
cult to achieve accountability in order to take attack sources
down and thus to protect the proper functioning of the net-
work. Naylor et al. [25] suggested a solution aimed at achiev-
ing both goals. However, such a solution would require fun-
damental changes in the design of the core network protocol
in the Internet.

With ongoing developments toward an “Internet of ev-
erything” further value conflicts can be expected since hu-
mans will be interacting with an increasing amount of de-
vices (e.g., sensors and actuators), more areas of life are in-
cluded and more actors with specific interests are involved.
Among such value conflicts are those concerning (a) freedom
of expression vs. right to privacy and reputation, (b) right to
privacy and freedom of expression vs. surveillance for home-
land security, (c) use of personally identifiable data vs. right
to privacy, (d) platform strategies by Internet companies vs.
freedom of choice through competition, (e) platform strate-
gies vs. openness for innovation, (f) differentiation of ser-
vices and prices vs. non-discrimination, (g) due process and
fairness in trials vs. opaque software processes and decision-
making, or (h) law enforcement by private companies vs.
rule of law and independence of private actors.

Some questions about value conflicts and options of solv-
ing them have already been addressed earlier by other re-
searchers, e.g., the seminal “Tussle in Cyberspace” paper
by Clark et al. [7] and various approaches in the context of
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Future Internet initiatives have been presented in the last
years [1, 13, 20]. In spite of these initiatives a methodol-
ogy for implementing values into the Internet protocols and
architectures is still missing. A recent initiative within the
IETF community led to the formation of a research group
of the IRTF (Internet Research Task Force), called Human
Rights Protocol Considerations Research Group [16]. The
group’s current objective is to expose the relation between
protocols and human rights, with a focus on the rights to
privacy, to freedom of expression and freedom of assembly.
Moreover, the group aims to propose guidelines to protect
the Internet as a human-rights-enabling environment in fu-
ture protocol development.

In the following, we therefore attempt to shed some light
on different options, necessities, and problems encountered
in realizing values in networks.

3. TOWARD REALIZING VALUES IN NET-
WORKS

Handling value conflicts and realizing certain configura-
tions of values on the Internet encompasses interrelated ways:

• Specification and operationalization of values, i.e., the
transfer of abstract formulations of social values into
technological options as well as into specifications and
design requirements (cf. Section 3.1). Here, engineer-
ing provides technical solutions for conflicting require-
ments as well as basic options for choice, markets, and
policy.

• Institutionalization of values, i.e., establishing or ad-
justing the institutional frameworks and governance
structures of incentives and constraints so that certain
values are more likely to be realized. In the case un-
der consideration, two paths are possible: (a) by policy
and governance – policy tries to balance interests, i.e.,
societal decision-making by legislation, court decisions
and regulation (cf. Section 3.2.1); (b) by choice and
markets – institutional frameworks for markets offer
choice between different products according to differ-
ent personal needs for social values (cf. Section 3.2.2).

Because of the specific feature of software institutions, i.e.,
being a functional part of the overall institutional frame-
work, the above-mentioned ways have to be considered in
their interrelations. This is outlined in the following.

3.1 Specification and operationalization of val-
ues

Value conflicts would ideally be addressed by applying
procedures of measurements, that allow to compare quanti-
fied benefits and disadvantages of different alternatives and
to choose the most beneficial one. However, unlike physi-
cal measurements the theoretical knowledge required for es-
tablishing valid quantified measurements of moral values in
general [22] and values of human rights in particular does
not exist. We do not have a commonly agreed-upon method
for transferring values of human rights into measurable at-
tributes. Instead, it seems feasible to specify values by using
commonly agreed standards and norms [22, 42].

Human rights are formulated in an abstract way. This
has the advantage that they can be applied to different con-
texts and times, but requires interpretations to get more con-

crete decisions and guidance for technical implementations.2

More specific rules are given in the ICCPR [34] and ICE-
SCR [35] and in comments and decisions by human rights
bodies, as well as to a certain extend in ethical considera-
tions. For instance, the right to privacy requires measures
to be taken by governing actors, which are spelled out in UN
documents: exceptions must be based on law, they should
not be arbitrary, must be necessary to achieve a legitimate
aim, proportionate to the aim pursued and the least intru-
sive option available [38]. The UN explicitly recommends
to promote encryption and anonymity to exercise the right
to freedom of opinion and expression and other rights like
privacy [39].

The right to privacy could be implemented by using al-
ternative network protocols other than the Internet Protocol
since both versions (IPv4/IPv6 ) do not offer a high degree
of privacy. Sometimes IP addresses can be easily attributed
to an individual and thus can be viewed as being personal
data that can be tracked. Usually, both the sender and
receiver addresses reveal information about communication
relationships. The Tor [11] overlay network tries to achieve
better privacy properties on top of IP, but suffers from per-
formance problems and also inherits all disadvantages of IP.
APIP [25] shows that an alternative design of an Internet
Protocol could have led to better privacy properties in the
Internet. Hornet [6] is an alternative design that achieves
higher performance than Tor and offers stronger privacy pro-
tection than APIP, since it can provide both sender and re-
ceiver anonymity. However, measures in the network layer
may get thwarted by addressing within the link layer, using
globally unique IEEE MAC addresses that never change.
Moreover, other paradigms like Named Data Networks [45]
imply different privacy properties than IP [5].

Every of those alternatives are different approaches to in-
stantiate privacy, but leave some uncertainty as to whether
they actually comply with human right provisions or en-
tail unintended consequences. It is necessary to conduct
interdisciplinary research to enhance the understanding of
the underlying purposes, rationales and principles of human
rights to get guidance for the transfer to and implementation
of human rights in future Internet technologies.3 Addition-
ally, there is a need for systematic analysis of the implica-
tions of technical alternatives for all relevant human rights
and for possibilities to handle the few cases of permissible
exceptions. These analyses should focus on consequences
and side-effects on human rights and make potential trade-
offs that are inherent in decisions on technical developments
more transparent. The approach used for implementing
social values in technologies is often a context-dependent
one, i.e., related to specific products, services or research
projects [22]. However, in the case of generic Internet tech-

2In most member states of the United Nations, human
rights are embedded in constitutional laws, which are some-
times more explicit. They are also interpreted by rulings of
(supreme) courts. Although this does not directly result in
internationally uniform specifications, it can support the in-
terpretation by providing exemplifying cases of human rights
implementations. For instance, the “Census Act” decision
of the German Federal Constitutional Court, establishing
the fundamental right of informational self-determination
(BVerfGE 65, 1), gives an interpretation for the understand-
ing of the right to privacy (Art. 12 UDHR).
3For the rights to freedom of expression and association see
the approach in [44].
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nologies with an immense amount of possible Internet-based
applications, services or products, further methodologies are
needed.

3.2 Institutionalizing values
Institutions are one of the principal means to realize cer-

tain values and to handle value conflicts in society. In demo-
cratic societies, one of the ways how values become institu-
tions is via political and legislative processes. There, value
conflicts are articulated and argumentatively negotiated and
values and limitations of value realizations are prioritized
against other values. The results are legislation, regulations
and policy instruments (Fig. 2). These include the insti-
tutional framework of markets that have an impact on the
choice options and affect decisions of market actors and, in-
directly, market outcomes and their implications for values
(similarly [24, 9]). Institutional frameworks, ultimately, en-
able, structure and constrain the actions and interactions of
humans and technical systems (between and among each
other). This means, specific combinations of interacting
types of institutions impact the actual realization of cer-
tain values. Thus, we suggest thinking in entire institutional
frameworks, in which software institutions play a crucial but
not the only role. This requires taking into account interac-
tions, complementary or conflicting relations, supporting or
replacing effects of software institutions and other types of
institutions (similar in [24, 8]).

Without appropriate institutionalization, values of human
rights transferred into Internet technologies are at risk of be-
ing not applied or being applied differently or even contrary
to the original intention.

Laws & court decisions 

Human rights & constitutional laws 

Regulations & policy instruments 

Technical norms 
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Actions and interactions of humans and technical systems 

Legal  
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Figure 2: Types of institutions and their relations

As sketched in Figure 2, different types of institutions
have complex relationships with each other [19]. Legal in-
stitutions, including human rights, enable and constrain the
institutions of markets, including contracts and organiza-
tional rules. They also frame the establishment of techni-
cal norms, like in the case at hand, where human rights
provisions should frame the development of Internet stan-
dards. Legal systems also depend on complementary moral
norms that channel individual behavior toward legal pro-
visions, since enforcement of law is most often incomplete.
In some cases, legal provisions refer to moral norms like to
“good manner” or to technical norms like the technological

“state of the art” defined by standards organizations. For
instance, the planned European General Data Protection
Regulation (GDPR) refers to the use of “data protection by
design” and “data protection by default”. Non-legal norms
include technical norms such as technical standards (e.g.,
IETF or W3C standards), professional norms such as codes
of conduct, as well as moral norms and conventions. Moral
norms are often influenced by law, but they are also often
reflected in and transferred to law. Briefly, if provisions
and enforcement of different institutions conflict with each
other this can cause social tensions, including “tussles” in
cyberspace [7], and lead to institutional change.

Many of the above-mentioned types of institutions can be
implemented and enforced by software systems, even laws
and moral norms. Today, private contracts and organiza-
tional rules are most often implemented in software insti-
tutions (digital rights management systems, social network
services, search engines, etc.). This has led to critique, es-
pecially pointing to conflicts with legal provisions [24]. In
general, when using software institutions to implement so-
cial values it is important to consider their disadvantages
and limitations: (a) they can have negative (unintended)
consequences on the realization of other social values and
(b) conflicting relations to other institutions; (c) the effec-
tive realization of values is uncertain, especially when ap-
plied in combined and complex systems; (d) they may not
adequately take exceptions of rules into account; (e) the le-
gitimacy can be questionable, (f) they can be (prohibitively)
costly, or (g) they can shift costs or other burdens to parties
not involved in decision-making.

3.2.1 Policy and governance structures
In democratic societies, human rights are normally en-

shrined in the constitutional parts of the institutional frame-
works and are interpreted and transferred more or less coher-
ently in the corpus of legislation, regulation and administra-
tion. Political and juridical actors include values of human
rights in political processes and make judgments about the
realization of human rights and permissible limitations. The
processes include decision- and rule-making, judicial proce-
dures, regulation and oversight, as well as “checks and bal-
ances” among institutional actors. The outcomes are legis-
lation, judicial decisions, and normative standards, i.e., the
institutional framework that enables and constrains human
behavior, including activities and rules on markets in form
of contracts and organizational rules.

In the global context of the Internet, such a constitutional
part in the institutional framework does not exist in this
form. The de facto governance of the Internet, here under-
stood in a broad sense [3], is a complex mix of rule sys-
tems, procedures and institutional actors at different gover-
nance levels, ranging from an international level (e.g., IETF,
ICANN, ITU, W3C, IGF, etc.), to supra-national (e.g., EU),
national or even regional levels. While there are ongoing dis-
cussions about the legitimacy, coherence or effectivity of the
governance structures, which cannot be dealt with in this
paper, we would like to shed some light on the responsibili-
ties for realizing human rights.

Human rights are mainly directed to the relationships be-
tween governments and citizens with obligations for govern-
ments both to respect the rights of citizens in their own
dealings and to protect the rights of citizens from violation
by others. Governments should provide effective laws that
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protect people from violation of their rights and means to
enforce them like independent oversight bodies [37, 38, 32].

Although the juridical legitimacy of the IETF to enforce
human rights by technical means might be questionable [4],
rationales for responsibility of the IETF may stem from
Art. 28 UDHR providing the right to an international or-
der in which human rights can be realized. This claim is
directed to global institutional actors [29]. In governance ar-
eas where governments are absent or play a minor role, this
claim affects the de facto governing actors, i.e., the IETF
and other actors of Internet governance.

In addition, private corporations have responsibility to
respect human rights [40, 38]. “It exists independently of
States’ abilities and/or willingness to fulfil their own human
rights obligations, and does not diminish those obligations.
And it exists over and above compliance with national laws
and regulations protecting human rights.” [41]. Private ac-
tors supply and maintain nearly the entire Internet infras-
tructure, the applications, products and services running
on it, and also play a central role in enabling, providing,
enforcing, and developing the institutional framework that
governs the Internet [3]. Thus, it strongly depends on the
behavior of private actors, be it private corporations or non-
profit standards organizations, how human rights are imple-
mented, but also constrained or violated [32]. For exam-
ple, it is unclear how Internet protocols and architectures,
if solely developed by private companies, impact on human
rights. Therefore, institutional frameworks of markets and
private actors are also crucial for the actual realization of
human rights (cf. Section 3.2.2).

Governments increasingly use private companies as prox-
ies in activities affecting human rights, in particular for In-
ternet surveillance and law enforcement ranging from copy-
right enforcement, to political censorship or combating In-
ternet crime. From a human rights perspective, this is criti-
cized for being contrary to the rule of law. Moreover, private
companies are not subject to the same principles of account-
ability as governments. This practice is also coupled with an
additional burden of monitoring companies by human rights
defenders in the system of checks and balances [32].

Furthermore, institutional frameworks also comprise the
rules and conditions of the political processes of deliberation,
decision-making and solutions to value conflicts themselves.
Such rules are required to limit or avoid regulatory capture
by partial interests or unjustified dominance of state inter-
ests, e.g., surveillance of citizens vs. freedom of the individ-
ual. With software institutions, the political processes of
institutionalization of social values is changed and (should
be) shifted toward software development and deployment or
the legislative framing or regulation of applications, if the
latter is possible at all.4 The rules for political processes,
which should be reconsidered in light of software institu-
tions, include access to necessary information, access to the
arenas and processes of deliberation and decision-making,

4The embedding of social rules in software, often shielded
against reverse engineering by technical measures and ad-
ditionally by law (protection of copyright and business se-
crets), makes it difficult or even impossible for “outsiders”,
who are affected by such rules, to directly comprehend, crit-
icize, or even oppose them. This has also implications for
the human rights to fair trial, legal remedy, and due process,
as enshrined in Articles 8–11 UDHR.

and providing capabilities and resources to participate, fair-
ness criteria and procedural justice [9, 21, 28].

Research in and development of Internet technologies can
(a) support the capabilities of individuals and their represen-
tatives to exercise human rights in all Internet contexts, and
to prevent or correct imbalances in the relationships between
and within states, individuals, private companies and other
actors, where human rights are concerned. For instance,
this can be means for end-users to (indirectly) monitor, au-
dit and assess the actual working of software institutions
and for detecting and proving biases in software institutions
such as in judicial procedures. Such means can also sup-
port representatives of end-users or specialized authorities
to ensure effective administrative, judicial and parliamen-
tary oversight and ensuring accountability (as called for in
[38]). (b) Research should also address the problem that
orienting toward social values may result in context-specific
or local solutions, because specific legal provisions have to
be taken into account, but may also entail an Internet frag-
mentation.

3.2.2 Institutional framework for choices and mar-
kets

For this path of institutionalization of values, we assume
that entrepreneurs and engineers develop products and ser-
vices that realize certain values and, hence, provide choice.
Consumers demand, select and use such products and ser-
vices according to their expectations on fulfilling certain val-
ues.5 By providing choice, the value judgments are “quasi”
decentralized and transferred to the demand side. Examples
of possible outcomes are privacy-preserving alternatives of
search engines or social networks services, devices for moni-
toring data streams, or network access services guaranteeing
certain quality standards.

However, this approach requires many preconditions to
be fulfilled. Consumers have to be aware of what their val-
ues of human rights are in those contexts and how certain
products or services affect them. Private companies often
have insufficient incentives to include specific social values.
For instance, designing privacy-friendly solutions for cus-
tomers is not in the immediate interest of most companies
when it does not provide any additional profit or is even
counter-productive from their point of view. Additionally,
in many cases only a few dominant companies provide a
certain service with strategies to bind suppliers and end-
users to their “platforms”, so that actual choice is very lim-
ited. Furthermore, private Internet companies are one of the
main controllers of personal information, derived from the
vast amount of online interactions. This can lead to market
behavior violating the human right to privacy. Overall, sev-
eral market failures are possible caused by network effects,
tendencies toward monopolies, asymmetric information, ex-
ternalities, etc.

Therefore, institutional frameworks, in the form of market
law, consumer protection, privacy regulation, competition
policy, and so on are needed in order to establish or stimulate

5This is also relevant for many Internet-based products and
services which end-users do not recognize as commercial
goods since they seem to have no market price (e.g., search
requests at search engine websites), but they are also pri-
vate contractual agreements on exchanges (e.g., ordering of
the relevance of knowledge in exchange of personal data)
end-users often accept with a mouse click.
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markets, mitigate market failures or constrain abusive mar-
ket behavior. Here, the institutional frameworks have func-
tions to enhance the efficiency of markets for products and
services that contribute to the realization of human rights
or which do not violate human rights during production and
consumption. They should also prevent Internet protocols
and architectural concepts from being misused or used in
other contexts than originally intended.

Research in and development of Internet technologies can
support market conditions in favor of realizing human rights,
such as research (a) on open standards and other means that
allow end-users to transfer products and data to other plat-
forms, and, thereby, ensure actual options of choice, and
that allow new commercial actors to participate with inno-
vative products and services. Furthermore, research could
be (b) on how increased flexibility in network infrastruc-
tures, e.g., by applying virtualization and software-defined
networking concepts, can contribute to a flexible (re-) com-
bination of network resources according to individual de-
mands for social values, and (c) on means to enhance the
assessment of the actual value-oriented quality of Internet
products and services and possible side-effects from the per-
spective of end-users.

4. CONCLUSIONS
If networks and software systems influence the realization

of certain values, their features can also be used to realize
the values of human rights. Directly instantiating human
rights in Internet protocols and architectures, e.g. through
end-to-end encryption of Internet communication, is one op-
tion. This approach urgently requires a better understand-
ing of how values and networks are related. What values
lie behind protocols, design principles, technical and orga-
nizational options is largely unclear. Which values should
be enforced by technical measures, at which layers by which
design principles? How can technical implementations be
assessed in view of values of human rights? Where is a
complete implementation unfavorable, when are “hybrids”
of ICT systems and conventional institutions more advan-
tageous, and when should we refrain from using technical
means for such purposes?

Developing Internet standards for protocols and engineer-
ing (e.g., by organizations like IETF and W3C) is probably
only one part of a solution to the implementation of values.
A coherent and socially acceptable institutional framework
would require adequate incentives for engineering, institu-
tional frameworks for markets and private actors as well as
global arenas for policy and governance of the Internet. Re-
search and development on Internet technologies could also
support these approaches toward realizing human rights, by
providing new and more options to choose from.

In conclusion, further research should focus on specify-
ing and operationalizing values as well as the interaction
of Internet protocols, architectures and software systems as
functional parts of the overall institutional frameworks and
governance structure. This requires methods that allow si-
multaneous considerations of technical and institutional so-
lutions.
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