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1 Introduction

Fostered by the steadily increasing amount of data that is transferred through the Internet,
researchers take the opinion that the network should support optimised content dissemina-
tion through an enhanced content awareness. Today content dissemination techniques like
Content Delivery Networks (CDNs) are already build on top of the network and explicitly fa-
cilitated through distortions of the DNS system or redirection mechanisms. The objective of
the Information-Centric Networking (ICN) research community instead is to expose content
information to the network and let the network itself figure out where to acquire the content
from and how to handle it the best.
In this work, we will first start by taking a look at the general idea behind ICN in section 2,
followed by a comparison of the three ICN concepts NDN/CCNx, NetInf and PSIRP in sec-
tion 3. Section 4 then discusses in detail the difference of the ICN concepts introduced in
the previous section. We finally close this work by a non-exhaustive collection of possible
research directions and topics.

2 Concept of Information-Centric Networking

A couple of projects which try to evaluate what ICN should look like and how it could be im-
plemented already exist. They all take slightly different approaches but share basic principles
and ideas that will be described in the following.

Publish / Subscribe paradigm
Content that is to be disseminated is made available through a publication process.
Afterwards content consumers are able to find, request and retrieve the content by
issuing a subscription.

Caching
Through caching network infrastructure resources should be saved. Whenever some
content is delivered to a content consumer, the content is cached within the network in
order to satisfy subsequent requests from a nearby replica.
This behaviour carries different implications for the content distribution. On the one
hand the network and server load is reduced. The content doesn’t have to be trans-
mitted all the way from the origin server to the client. Thus the work is offloaded to the
caches holding the benefit of reduced network bandwidth utilisation as well as central
server resource savings. On the other hand the delivery properties such as trans-
mission delays caused by for instance network congestions are positively influenced
through the use of a nearby cache. The overall Quality of Experience (QoE) for the
end user will increase.

Naming
Today DNS hostnames are used to reference content. Thus CDNs manipulate DNS re-
sponses and rewrite links to steer different users towards different spatially distributed
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replicas. All this needs to be done due to the properties of Uniform Resource Locators
(URLs). URLs identify the content, but they are also used to map the identifier to the
contents location within the network.
This coupling of identifier and locator of URLs is for instance one of the reasons why
content consumers suffer broken links and unreachable content caused by content,
server or domain relocation. The content may still be available, but resides on a differ-
ent server and is thus no longer accessible through its previous URL.
ICN names though need to provide content identification without the coupling to the
contents location. This property is then exploited to better support the in network
caching properties of ICN [21].

Security
Todays network security techniques, when it comes to secure data distribution, mainly
consist of securing the communication channel, instead of securing the data itself.
SSL and TLS are used to securely transmit the data end-to-end. Something that’s
not expedient when using intermediary caches, distributed all over the Internet. Thus
some mechanism for a secure data dissemination is required that supports some kind
of man-in-the-middle caches spread all over the network, without violating security or
privacy properties.
For instance in the existing ICN projects mechanisms for data integrity checks are
popular to be coupled with the naming of content objects. They provide, what is called
self-certifiability, a technique where the names of a particular object reflects the hash
values of the data it refers to. This is somehow comparable to the concept of cryp-
tographically generated IPv6 addresses [8], where also parts of the addresses are
generated through the use of cryptographic hashes. The use of cryptographic hash
functions provide sufficient strength to be able to proof the data integrity today.

Routing and Forwarding
As suggested by the already published ICN proposals and prototypes [7], two general
approaches to routing and forwarding emerge. The one-step resolve/retrieve method,
where content requests are immediately routed towards an origin node, and the two-
step resolve/retrieve, where a Name Resolution Service (NRS) is queried for the in-
formation that is needed to deliver the content request towards an instance of the
content.

One step resolve/retrieve Figure 1 displays the one step resolve/retrieve mechan-
ism. It is divided into two phases, the first phase, where a rendezvous between
the request or subscription message and the content itself is aimed. The illus-
tration depicts a request for some piece of content that is to be retrieved. This
request arrives at Node1, where the name of the requested content is looked up
in the name routing table to further be delivered towards the source. When the
request arrives at the source, the second phase starts, which is delivering the
requested content to the content consumer.
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Figure 1: Conceptual view of one-step resolve/retrieve

Two step resolve/retrieve Figure 2 displays the two step resolve/retrieve mechan-
ism. There exists a NRS, that is explicitly used to map content names to topo-
logical network addresses. Different options for these NRS are known today, as
depicted in figure 2 they include for instance the use of distributed hash tables or
distributed databases.
In contrast to the one step approach, the two step option consists of three phases.
In the first phase, the name resolution service is utilised to map content names
to topological addresses. These topological addresses are subsequently used
to route the request towards a copy of the requested content. Finally in the third
phase, the requested content is delivery towards the subscriber.
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Figure 2: Conceptual view of two-step resolve/retrieve



3 INFORMATION-CENTRIC NETWORKING PROTOTYPES 4

3 Information-Centric Networking Prototypes

In this chapter, we will take a closer look at three actual ICN concepts and their implementa-
tion. In subsection 3.1 we introduce CCNx, the implementation of PARC’s Named Data Net-
working (NDN) approach. Followed by NetInf, a prototype that is part of the 4Ward and SAIL
research projects that belong to the European FP7 initiative. Finally the Publish-Subscribe
Internet Routing Paradigm (PSIRP), also outcome of an European FP7 project that is contin-
ued as PURSUIT (Publish-Subscribe Internet Technologies) is discussed in subsection 3.3.

3.1 NDN/CCNx

The NDN concept [1] originates from the Palo Alto Research Center (PARC). It is used as
the underlying concept for the implementation of ICN called CCNx [13], that is implemented
and provided also by PARC.
Figure 3 depicts the general mode of operation of the NDN/CCNx prototype. Interest pack-
ets are created by a content consumer to request any content, the Interest packets are then
routed in a hop-by-hop fashion towards a known source of the content. Every CCNx router
uses its pre-populated name routing table to decide on which interface to forward the In-
terests. When the Interest reaches the source, the requested data is send back exactly the
same path that the Interest packet took. This behaviour is caused by the architecture of the
router. Interests that a router has forwarded are maintained in a list called Pending Interest
Table (PIT). The PIT contains just records of Interests for which the corresponding content
has not yet arrived. The entries consist of the names of the Interests as well as the id of the
interface the request was received on. When content packets arrive, the router looks up the
corresponding name of the data within the PIT and transmits the content on every interface
that is listed within the particular entry. Besides forwarding the content to the consumers,
the corresponding PIT entry is removed and the content is stored in the routers local cache.
Through this step subsequent requests can be satisfied by the local cache itself instead of
having to request it again from the source.
Figure 4 displays the structure of a CCNx router with its different components. The faces
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4 Discussing Information-centric Network Ar-
chitectures

Based on the identified building blocks in section 3, we will now discuss the
instantiation of these blocks for the specific approaches. In subsection 4.1, we
first provide an overview of CCN, PSIRP, 4WARD-NetInf, and DONA before
we compare with respect to naming/security (subsection 4.2), name resolution
and naming (4.3), in-network storage for caching (subsection 4.4), and APIs
(subsection 4.5).

4.1 Overview of Information-centric Networking Ap-
proaches/Related work

In this subsection we will present the existing approaches to Information-
Centric Networks: Content Centric Networking (CCN), Publish-Subscribe In-
ternet Routing Paradigm (PSIRP), Network of Information (NetInf) and Data-
Oriented Network Architecture (DONA).

4.1.1 CCN
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Figure 2: CCN overview

The main idea of CCN is that a request for an information object is routed
towards the location in the network where that information object (IO) has been
published. At the nodes traversed on the way towards the source the caches of
the nodes are checked for copies of the requested IO. As soon as an instance
of IO is found (a cached copy or the source IO) it is returned to the requester
along the path the request came from. All the nodes along that path caches a
copy of the IO in case they get more requests for it.

4.1.2 PSIRP

In PSIRP IOs are published into the network by the sources. Receivers can then
subscribe to IOs that have been published. The publications and subscriptions
are then matched by a Rendezvous system. The matching procedure results in a
rendezvous identifier (RI) that can be seen as an identifier for a communication
channel. The RI then, in turn, can be resolved (within a scope) to a forwarding
identifier that can be used for routing of data object through the forwarding
network.

9

Figure 3: Abstract CCNx overview[7]

represent connections to other nodes or applications. The content store is utilised to cache
previously forwarded content for subsequent requests. The Forward Information Base (FIB)
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that holds the name routing information, where to forward requests that could not be satisfied
by the cache, and finally the PIT, the data structure that is used to avoid duplicate Interest
forwardings for the same content. Interests for the same name are aggregated through the

Figure 1: Packets In the NDN Architecture.

Figure 2: Forwarding Process at an NDN Node.

achieved by conventions agreed between data producers and consumers, e.g., name conventions indicating
versioning and segmentation. Name conventions are specific to applications and opaque to networks.

Names do not need to be globally unique, although retrieving data globally requires a degree of global
uniqueness. Names intended for local communication may be heavily based on local context, and require
only local routing (or local broadcast) to find corresponding data.

To retrieve dynamically generated data, consumers must be able to deterministically construct the name
for a desired piece of data without having previously seen the name or data. Either (1) a deterministic
algorithm allows producer and consumer to arrive at the same name based on data available to both,
and/or (2) consumers can retrieve data based on partial names. For example, the consumer may request
/parc/videos/WidgetA.mpg and get back a data packet named /parc/videos/WidgetA.mpg/1/1. The
consumer can then specify later segments and request them, using a combination of information revealed
by the first data packet and the naming convention agreed upon by the consumer and producer applications.

The naming system is the most important piece in the NDN architecture and still under active research; in
particular, how to define and allocate top level names remains an open challenge. Not all naming questions
need be answered immediately, however; the opaqueness of names to the network – and dependence on
applications – means that design and development of the NDN architecture can, and indeed must, proceed
in parallel with our research into name structure, name discovery and namespace navigation in the context
of application development (Section 3.3).

2.2.2 Data-Centric Security

In NDN, security is built into data itself, rather than being a function of where, or how, it is obtained [51].
Each piece of data is signed together with its name, securely binding them. Data signatures are mandatory
– applications cannot “opt out” of security. The signature, coupled with data publisher information, enables
determination of data provenance, allowing the consumer’s trust in data to be decoupled from how (and from
where) data is obtained. It also supports fine-grained trust, allowing consumers to reason about whether a
public key owner is an acceptable publisher for a particular piece of data in a specific context.

However, to be practical, this fine-grained and data-centric security approach requires some innovation.
Historically, security based on public key cryptography has been considered inefficient, unusable and diffi-
cult to deploy. Besides efficient digital signatures, NDN needs flexible and usable mechanisms to manage
user trust. Section 3.4 describes how NDN offers a promising substrate for achieving these security goals.
Since keys can be communicated as NDN data, key distribution is simplified. Secure binding of names to
data provides a basis for a wide range of trust models, e.g., if a piece of data is a public key, a binding is
effectively a public key certificate. Finally, NDN’s end-to-end approach to security facilitates trust between
publishers and consumers. This offers publishers, consumers and applications a great deal of flexibility in
choosing or customizing their trust models.

NDN’s data-centric security can be extended to content access control and infrastructure security. Ap-
plications can control access to data via encryption and distribute (data encryption) keys as encrypted NDN
data, limiting the data security perimeter to the context of a single application. Requiring signatures on
network routing and control messages (like any other NDN data) provides much-needed routing protocol

4

Figure 4: Conceptual CCNx router architecture[22]

use of the PIT, by adding the additional faces to the corresponding entry. Hence when the
data arrives, it is duplicated locally by forwarding it out of the particular interfaces, realising
an bandwidth efficient multicast like distribution behaviour.
The Names used in NDN/CCNx could for instance look like this: ccnx:/parc/videos/
intro.avi. NDN/CCNx names follow the hierarchical structure of Uniform Resource Iden-
tifiers (URIs), name components are separated through slashes. When used to disseminate
the actual content these names are extended by suffixes, that support naming of particular
chunks of the content.
CCNx uses the one step resolve/retrieve process already described in section 2 to route
Interests and acquire the requested content. This route lookup is done in a longest prefix
match style. The longest full component matching entry of the routing table is used to forward
the Interest out of the corresponding face with the best metric.

3.2 NetInf

The Network of Information, in short NetInf [2, 18], is a concept that emerged from the
European FP 7 research projects 4Ward and SAIL. Figure 5 depicts an abstract overview
of how NetInf works. Content that should be disseminated through NetInf needs to be re-
gistered within the NRS. Whenever a client wants to receive a particular piece of content
it queries the NRS to acquire the topology based address of nodes holding the requested
content. The data transfer itself is then realised through some transport protocol that is not
specifically mandated by NetInf. When it comes to cache utilisation, this property carries an
implication with it. As long as the utilized transport protocol itself doesn’t provide some sort
of cache awareness, just those cached copies explicitly registered within the NRS can be
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taken into account. The name resolution and routing mechanism of NetInf follows the two-
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In NetInf IOs are also published into the network. They are registered with
a Name Resolution Service. The NRS also is used to register network locators
that can be used to retrieve data objects that represents the published IOs.
When a receiver want to retrieve an IO the request for the IO is resolved by the
NRS into a set of locators. These locators are then used to retrieve a copy of
the data object from the ’best’ available source(s).
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Figure 5: Abstract NetInf overview[7]

step resolve/retrieve approach introduced in section 2. The NRS utilises a Multilevel-DHT to
save and organize the registered content and its sources.
The naming scheme that is used to address the content provides self-certifiability for the con-
tent. Through the self-certifiablility a content consumer is always able to verify if the retrieved
content corresponds to the content that was requested. The naming structure is depicted in
Figure 6. One can see that the name includes the hash of the content that is identified by the
name.

3.3 PSIRP

The Publish-Subscribe Internet Routing Paradigm (PSIRP) [3] is also an outcome of a
European FP7 research project that further continues its work under the name of Publish-
Subscribe Internet Technologies (PURSUIT) [4].
Figure 7 depicts a high-level overview of the mechanics PSIRP is build upon. Content in
PSIRP is also published by registering it within the rendezvous system. Whenever a content
consumer wants to retrieve particular pieces of content he first queries the rendezvous sys-
tem, that in turn resolves the name an constructs a Transport ID, that is than handed over to
the content consumers client. Through attaching the obtained Transport ID to its subscrip-
tion request the content consumer is able to steer its request towards the source he wants
to utilise for the content transmission. Subscriptions then are forwarded in a hop-by-hop
fashion towards a content source, whereas the sole information that is needed to forward
the subscription is already contained in the Transport ID. The Transport ID represented by
a so called zFilter describes the path the subscription should take, making PSIRP a source
routing approach. The zFilter in fact follows the bloom filter approach. It is combining all IDs
of the interfaces a packet has to traverse on its end-to-end path within one interfacemask.
The mask is derived through the use of the bitwise OR-operation of the Interface IDs on the
path. Displayed in Figure 8 are two possible Interface ID values, x1 and x2 that are combined
to form a bloom filter, allowing the packet so traverse at least the two interfaces x1 and x2.
Through the introduction of bloom filters some blurriness is introduced into the routing pro-

cess, this may lead to some amount of superfluous traffic, when interfaces matching the
bloom filter, that the packet is not intended to traverse. The amount of this superfluous traffic

Type Hash(PublicKey) Label

Figure 6: Content id / name[5]
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Figure 1. An example of a Bloom filter. The filter begins as an array of all 0s.

Each item in the set xi is hashed k times, with each hash yielding a bit location;
these bits are set to 1. To check if an element y is in the set, hash it k times
and check the corresponding bits. The element y1 cannot be in the set, since a
0 is found at one of the bits. The element y2 is either in the set or the filter has
yielded a false positive.

natural assumption that these hash functions map each item in the universe to

a random number uniform over the range {1, . . . ,m}. For each element x ∈ S,
the bits hi(x) are set to 1 for 1 ≤ i ≤ k. A location can be set to 1 multiple

times, but only the first change has an effect. To check if an item y is in S, we

check whether all hi(y) are set to 1. If not, then clearly y is not a member of

S. If all hi(y) are set to 1, we assume that y is in S, although we are wrong

with some probability. Hence, a Bloom filter may yield a false positive, where

it suggests that an element x is in S even though it is not. Figure 1 provides

an example. For many applications, false positives may be acceptable as long as

their probability is sufficiently small. To avoid trivialities we will silently assume

from now on that kn < m.

The probability of a false positive for an element not in the set, or the false

positive rate, can be estimated in a straightforward fashion, given our assumption

that hash functions are perfectly random.1 After all the elements of S are hashed

into the Bloom filter, the probability that a specific bit is still 0 is

p = 1− 1

m

kn

≈ e−kn/m.

We let p = e−kn/m, and note that p is a convenient and very close (within
O(1/m)) approximation for p .

Now, let ρ be the proportion of 0 bits after all the n elements are inserted in

the table. The expected value for ρ is of course E(ρ) = p . Conditioned on ρ,

1Early work considering the performance of Bloom filters with practical hash functions was

done by Ramakrishna [Ramakrishna 89]. The question of what hash function to use in practice

remains an interesting open question; currently MD5 is a popular choice [Fan et al. 00].

Figure 8: Bloom filter construction[9]

depends for instance on the length of the Interface IDs, the minimal amount of bits set as well
as the amount of interfaces within the network. Through the right choice of these paramet-
ers the amount of unnecessary packet forwarding can be controlled. The blurriness of this
approach further just leads to a false-positive forwarding behaviour. The packets are hence
forwarded out of every interface they need to traverse but maybe also some additional inter-
faces. Figure 9 illustrates the whole process for a small network of nodes. It shows the links

Figure 2: Example of Link IDs assigned for links, as
well as a publication with a zFilter, built for forward-
ing the packet from the Publisher to the Subscriber.

For each point-to-point link, we assign two identifiers,
called Link IDs, one in each direction. For example, a link

between the nodes A and B has two identifiers,
−→
AB and

←−
AB.

In the case of a multi-point (e.g. wireless) link, we consider
each pair of nodes being connected with a separate link.
With this setup, we do not need any common agreement
between the nodes on the Link IDs – each Link ID may be
locally assigned, as long as the probability of duplicates is
low enough.

Basically, a Link ID is an m-bit long name with just k
bits set to one. In Section 4 we will discuss the proper
values for m and k, and what are the consequences if we
change the values. However, for now it is sufficient to note
that typically k � m and m is relatively large, making the
Link IDs statistically unique (e.g., with m = 248, k = 5, #
of Link IDs ≈ m!/(m− k)! ≈ 9 ∗ 1011).

The topology system creates a graph of the network us-
ing Link IDs and connectivity information. When it gets a
request to determine a forwarding tree for a certain publi-
cation, it first creates a conceptual delivery tree using the
network graph and the locations of the publisher and sub-
scribers. Once it has such an internal representation of the
tree, it knows which links the packets need to pass, and it
can determine when to use Link IDs and when to create
state [45]. The topology layer is also responsible for react-
ing to changes in the delivery tree, caused by changes in the
subscriber set.

In the default case, we use a source-routing-based ap-
proach which makes forwarding independent from routing.
Basically, we encode all Link IDs of the tree into a Bloom
filter, and place it into the packet header. Once all link
IDs have been added to the filter, a mapping from the data
topic identifier to the BF is handed to the node acting as the
data source and can be used for data delivery along the tree.
The representation of the trees in packet headers is source
specific and different sources are very likely to use different
BFs for reaching the same subscriber sets. To distinguish
the BFs in the actual packet headers from other BFs, we
refer to the in-packet Bloom filters as zFilters1.

1The name is not due to zFilter.com nor the e-mail filter
of the same name, but due to one of the authors reading

Each forwarding node acts on packets roughly as follows.
For each link, the outgoing Link ID is ANDed with the zFil-
ter in the packet. If the result matches with the Link ID, it
is assumed that the Link ID has been added to the zFilter
and that the packet needs to be forwarded along that link.
With Bloom filters, matching may result with some false
positives. In such a case, the packet is forwarded along a
link that was not added to the zFilter, causing extra traffic.
This sets a practical limit for the number of link names that
can be included into a single zFilter.

Our approach to the Bloom filter capacity limit is twofold:
Firstly, we use recursive layering [12] to divide the network
into suitably-sized components; see Section 5. Secondly, the
topology system may dynamically add virtual links to the
system. A virtual link is, roughly speaking, a unidirectional
delivery tree that consists of a number of links. It has its
own Link ID, similar to the real links. The functionality in
the forwarding nodes is identical: the Link ID is compared
with the zFilter in the incoming packets, and the packet is
forwarded on a match.

2.4 Forwarding in TCP/IP-based networks
While unicast IP packets are forwarded based on address

prefixes, the situation is more complicated for multicast. In
source specific multicast (SSM) [19], interested receivers join
the multicast group (topic) and the network creates specific
multicast state based on the join messages. The state is
typically reflected in the underlying forwarding fabric, for
example, as Ethernet-level multicast groups or multicast for-
warding state in MPLS fabrics.

From the IP point of view, LIPSIN can be considered as
another underlying forwarding fabric, similar to Ethernet
or MPLS. When an IP packet enters a LIPSIN fabric, the
edge router prepends a header containing a suitable zFilter,
see also Sect. 5.1; similarly, the header is removed at the
egress edge. For unicast traffic, the forwarding entry simply
contains a pre-computed zFilter, designed to forward the
packet through the domain to the appropriate egress edge.

For SSM, the ingress router of the source needs to keep
track of the joins received on multicast group through the
edge routers, just like any IP multicast router would need to.
Hence, it knows the egress edges a multicast packet needs to
reach. Based on that information, it can construct a suitable
zFilter from the combination of physical or virtual links to
deliver the packets, leading to more flexibility and typically
less state than in current forwarding fabrics.

3. DESIGN DETAILS AND EXTENSIONS
In this section, we present the details of our link-identity-

based forwarding approach. We start by giving a formal
description of the heart of the forwarding design, the for-
warding decision. Then, we focus on enhancements of the
basic design: Link ID Tags generation and selection of can-
didate Bloom filters. Next, we discuss additional features
that make the scheme practical: virtual links, fast recovery
after failures, and loop prevention. In the end, we consider
control messages and return paths.

3.1 Basic forwarding method
The core of our forwarding method, the forwarding deci-

sion, is based on a binary AND and comparison operations,

Franquin’s Zorglub for the Nth time during the early days
of the presented work. The name stuck.
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Figure 9: zFilter based forwarding[12]

and the Interface IDs for every node in the network. At the top a packet is shown, that is to be
send through the network from the publisher to the subscriber along with its corresponding
zFilter. The thin arrows indicate which entry matches the zFilter that the packet carries with
it. The thick arrow indicates the paths the subscription takes.
As depicted, the packets are disseminated in a hop-by-hop fashion. Thus packets can be
cached on every hop along the transmission path. To use these cached copies in an efficient
manner, PSIRP registers every cached copy within the NRS, what in turn leads to a higher
burden for the NRS, because it leads to a great number of additional entries as well as an
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increased update frequency of the NRS.
The naming scheme used by PSIRP utilises non human-friendly names to identify the con-
tent. It is split into different abstraction levels, as shown in Figure 10. Application IDs are used
by publishers and subscribers to identify the content. The Application ID is further resolved
to Rendezvous IDs, that identify the network level identity of a publication. Rendezvous IDs
are then, along with there associated Scope IDs handed over to the network where they are
mapped to Forwarding IDs, the zFilters, that define the path through the network.

3.3 Functional Entity Relationships 

Figure 3 illustrates the relationships between the key entities of the PSIRP 
architecture.  

Publish / Subscribe

Metadata
(source is implementation-dependent)

Data

Application Identifiers
(AId)

Rendezvous Identifiers
(RId)

Forwarding Identifiers
(FId)

Network Transit Paths

Scope Identifiers
(SId)

Includes...

Associated
with...

Includes...

Resolved to...

Resolved to...

Define...

Publish / Subscribe

Metadata
(source is implementation-dependent)

Data

Application Identifiers
(AId)

Rendezvous Identifiers
(RId)

Forwarding Identifiers
(FId)

Network Transit Paths

Scope Identifiers
(SId)

Includes...

Associated
with...

Includes...

Resolved to...

Resolved to...

Define...

Fig. 3. Key entities of the conceptual architecture. 

Typically, data is associated with one or more application identifiers and one or 
more scopes. Each application first resolves application identifiers (AId) into 
rendezvous identifiers.  

A rendezvous identifier (RId) represents the network level identity of a publication 
and is associated with policy-compliant data dissemination graphs for publication 
delivery, both in the local domain (intra-domain) and between domains (inter-
domain). The rendezvous identifiers are chosen from within a large enough set to 
provide a probabilistically feasible likelihood of uniqueness without a central 
allocation authority 

A given application then hands the rendezvous identifiers to the network, using the 
scopes to properly map each rendezvous identifier to one or more forwarding 
identifiers (FId), both within a domain and between domains. It is then the 
responsibility of the rendezvous functions to find suitable data transit and delivery 
paths in the network and denote them with forwarding identifiers. The breadth of 
reference of FIds is variable, potentially limited to single hops or dynamically 
expandable to encompass full multicast trees. This relatively open structuring scheme 
allows concurrent use of FIds to support flexible routing mechanisms based on source 
routing, anycast, multicast trees etc.  
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Figure 10: PSIRP ID coherence[17]

4 Comparison

Having introduced three different ICN approaches with their individual properties, we will
compare them regarding certain vital aspects. We start by comparing the data path proper-
ties in subsection 4.1, followed by the comparison of the network states (4.2), naming (4.3),
versioning (4.4) and close the section with a closer look at scoping in subsection 4.5.

4.1 Data path

In NDN/CCNx the requested data can just flow along the reverse path the interest packet
took beforehand, this is due to the Reverse Path Forwarding (RPF) approach the NDN/CCNx
designers took.
As opposed to NDN/CCNx, the PSIRP and NetInf concepts allow for different paths for the
back and forth traffic. PSIRP allows this through the use of different zFilters provided by the
topology manager for requests and responses. NetInf doesn’t define the delivery protocol for
request and response packets, hence through choosing an appropriate protocol this path-
diversity can be achieved.
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4.2 Network states

PSIRP utilises zFilter attached to the packets to steer them through the network in a source
routing fashion. Where the zFilters are created by the NRS, thus the NRS has to handle
the state information where all the pieces of content reside. NDN/CCNx on the other hand
utilises soft-states, created by each interest packet for every chunk of data on each router
on the path from subscriber to the source or just up to the point where a cached copy is
available, what could lead to serious problems, as shown in [20].
Since NetInf doesn’t rely on any underlying transport protocol in particular, one can make no
general statement about the network states, that depend on the transport protocol used.

4.3 Naming

The naming schemes can be divided into two general categories, human-friendly, like used
by NDN/CCNx and non human-friendly like those used by PSIRP or NetInf [10].
Another property coming along with the human-friendliness of the NDN/CCNx hierarchical
naming scheme is the ability to aggregate names at their hierarchical boundaries which may
be used to lower the size of the routers FIB. This method is on the opposite not simply
applicable when using hash values of the content as part of their names, in the way that for
instance NetInf does.

4.4 Versioning

Since the network should focus on the content itself, different versions of a particular piece
of content may exist. These different content versions need to be distinguished by the net-
work. It might be that the content consumer is interested in an older version of the content
or explicitly in the most recent published edition. NDN/CCNx and NetInf inherently include
mechanisms supporting the ability to distinguish different versions of the same content in the
network, whereas PSIRP leaves this up to the application itself, that can define the Applica-
tion ID scheme to implement some sort of versioning.

4.5 Scoping

Not all information available in a network are intended to be available globally. Thus scoping,
or restricting the availability of content is desired. The three projects presented in this work
provide different approaches to scoping the content availability. PSIRP utilises its Scope
IDs mentioned earlier. NDN/CCNx can use export policies to prevent particular namespaces
from being announced to other routers. This works similar to Border Gateway Protocol (BGP)
export-policies, where IP prefixes are filtered before they are announced to adjacent BGP
neighbours.
NetInf has no mechanism of restricting the availability scope of content so far, but possible
approaches are shown in [7].
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4.6 Cache placement

The rendezvous point in the PSIRP approach doesn’t have to be on the path from content
consumer to the content source, because the cached copies are also registered within the
NRS, thus they are announced to the content consumers in the same way as the origin
server. Whereas CCNx just checks its local cached content store when receiving packages
thus only local cache content of the actual router is taken into account. The FIB contains just
origin servers.
NetInf may work both ways, registering the copy within NRS. Depending on which transport
protocol is utilised, a local cache lookup may also be available.
Publication [11] provides detailed information about on- and off-path caching in ICN.

5 Future Work

Throughout this work we’ve presented general properties of ICN (section 2), introduced three
ICN prototypes (section 3) and described there general approach regarding some essential
design parts. Finally we want to close this elaboration by pointing out remaining challenges
and further topics in the field of ICN research.

Scalability & Performance Due to the vast amount of content that is already available in
the internet and the continuing growth, ICN is required to perform very efficient and
scalable. To give an example, Googles index reached the size of one trillion unique
URLs in the summer of 20081. Every website consists of different pieces of content
that all need to be reachable by name, leading to an even larger number of entries
within the NRS or FIB. ICN needs to handle the already existing content amount as
well as further increases, to be future proof [6, 19, 14].

Non human-friendly names Some kind of a secure mapping service is needed for systems
that do not provide human-friendly content names by default.

Scoping of content Mechanisms are required to scope content, to limit it’s reachability.
Some content is maybe just intended to stay within a company’s intranet, other content
should maybe be publicly available. ICN has to account for this.

Mobility IP introduced mechanisms like mobile IP [15, 16] to support node mobility without
loosing connection or making the application aware of mobility. ICN also needs to
support node mobility to be able to compete with IP. May it be origin or client mobility,
with support for stored, as well as real-time content.

Security Beside the mechanisms for data integrity checks, capabilities for author and/or
origin authentication need further research hence to validate if data that is expected to
be created by an entity is definitely originated by it and not by maybe an attacker.

1http://googleblog.blogspot.de/2008/07/we-knew-web-was-big.html
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