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Internet-wide scanning

Applications of high-speed scanning
Reducing the scanning footprint
How to scan IPv6?

Observing IPv6 scanners
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Discovery at Large

INTERNET-WIDE SCANNING
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Measurement objectives

Prof. Dr. Thomas C. Schmidt

Which IP address is online?
Which IP address runs which service?

Which type of host or service is behind an IP
or port?

You don’t have access to flow data.

You want to answer these questions for
(almost) all IP addresses.
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Network Mapper: NMAP

NMAP was the first integrated
tool for Internet scanning —
released in September 1997 by
Gordon Lyon (Fyodor)

Prof. Dr. Thomas C. Schmidt

Host discovery
— Originally using network ranges (lists)
— Random IP generation
Operating system discovery
— Originally fingerprinting the TCP/IP stack
— Response matching in OS database
Service discovery
— Determine open ports from protocol reply
— Determine closed ports from ICMP reply



Fingerprinting

Prof. Dr. Thomas C. Schmidt
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OS:

— Analyze protocol options and imple-
mentation details of IP/ICMP/TCP/UDP

— Predict the uptime from TCP timestamps
TCP service:

— Complete the connect handshake

— Many services send a banner
UDP service:

— UDP does not respond by itself

— Send protocol-specific payloads and
match responses



Fingerprinting

Fingerprinting is a
complex process of
correlating various
properties observed
from the system

Prof. Dr. Thomas C. Schmidt
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OS:

— Analyse protocol options and imple-
mentation details of IP/ICMP/TCP/UDP

— Predict the uptime from TCP timestamps
TCP service:

— Complete the connect handshake

— Many services send a banner
UDP service:

— UDP does not respond by itself

— Send protocol-specific payloads and
match responses



This is All Rather Complex

How do we
boost this to
Internet scale?

Prof. Dr. Thomas C. Schmidt
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Common scanning strategies

IANA /0
Addresses: ~4.3 billion
IANA allocated

Publications: |5H8}[11}/12

Addresses: ~3.7 billion
Announced addresses (BGP)
Publications: [10L[15}/16,[19)
Addresses: ~2.8 billion

IP hitlists are lists of IP IP hitlists and samples
addresses that most likely Publications: |1}2,/40}[11}13} 1418} 20]
offer the scanned services. Addresses: 1-20 million

Prof. Dr. Thomas C. Schmidt 10
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Challenges

Target Packet Packet

probing transmission reception

How to avoid overload How to send packets How to identify valid
of target networks? as fast as possible? responses?
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Challenges

Target Packet Packet
probing transmission reception
How to avoid overload How to send packets How to identify valid
of target networks? as fast as possible? responses?

We discuss how ZMap overcomes these challenges
compared to common approaches such as nmap.



Target probing
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Sending probes to targets in numerical order
may easily overload destination networks

Sending probes in random order prevents this
problem

How do you know which addresses you
already contacted?

13
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Target probing: An inexpensive approach

Prof. Dr. Thomas C. Schmidt

How do we randomly scan addresses without
excessive states?

Core idea

1.

Scan hosts according to random
permutation

Iterate over multiplicative group of integers
modulo p

14
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Brief math excursion: Multiplicative cyclic groups

If this is a primitive root, we can iterate
over all elements subsequently.

a*rmodp

Group is cyclic if p is prime.
For IPv4: 2232+15 is the
smallest prime larger 2°32.

Prof. Dr. Thomas C. Schmidt 15
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Target probing: An inexpensive approach, details

a*rmodp

5¢5mod7=4
5 4 4+5mod7=6
1e5mod7=5 \ mod f-=

1 6
3-5mod7=;\ 16-5m0d7=2

25mod7=3

Simplified example [USENIX Security 2013]

Prof. Dr. Thomas C. Schmidt

Details to generate a fresh random
permutation for each scan

1. Generate a primitive
2. Choose a random starting address

Negligible state overhead to store
1. Primitive root

2. Current address

3. Starting address

16
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Common packet transmissions

Sending packets via common socket interface
Introduces overhead

Buffer creation and table updates
Routing table lookup

ARP cache lookup

Potential network filters check packets
TCP handshakes

Prof. Dr. Thomas C. Schmidt 17
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Fast packet transmissions

Prof. Dr. Thomas C. Schmidt

Scan packets are different from typical
application layer packets.

Send packets directly at the Ethernet layer and
enable

Caching of Ethernet header
(except checksum header is constant)

Reduced TCP state management

18



Validating responses

Prof. Dr. Thomas C. Schmidt
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Problems

Measurement probe may see unsolicited data
(other scan background traffic ...)

Per-target states are expensive

Solution

Encode secrets into mutable fields of probe
packets that will have recognizable effect on
responses

19



Validating responses

Prof. Dr. Thomas C. Schmidt
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f
receiver sender
Ethernet MAC address MAC address BT ki /
"
)
IP sender receiver
2|l IP address IP address i
I/
)
y(o -l sender receiver sequence | ack.
port port number number data
!
Solution

Encode secrets into mutable fields of probe
packets that will have recognizable effect on
responses

20
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These ideas have been implemented in ZMap

Simple network scanners
Reduce state by scanning in batches
« Time lost due to blocking
* Results lost due to timeouts
Track individual hosts and retransmit
« Most hosts will not respond
Avoid flooding through timing
« Time lost waiting
Utilize existing OS network stack

« Not optimized for immense
number of connections

Prof. Dr. Thomas C. Schmidt

ZMap
Eliminate local per-connection state

» Fully asynchronous components

* No blocking except for network
Shotgun Scanning Approach

» Always send n probes per host
Scan widely dispersed targets

« Send as fast as network allows
Probe-optimized Network Stack

« Bypass inefficiencies by
generating Ethernet frame

21
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Performance of ZMap

Complete scan of v4 address space takes 44
minutes with a gigabit Ethernet connection

Experiment hardware: Xeon E3-1230 3.2 GHz,
4GB RAM

Prof. Dr. Thomas C. Schmidt 22
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Scan rate: How fast is too fast?
_ _ 1.02 "

No correlation between hit- g 1-01 - ltrate. +—a—
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Scan Rate (packets per second).

Prof. Dr. Thomas C. Schmidt 23
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Coverage: Is one SYN enough?

89000 Hosts Found =
88500
Plateau approximates the 88000 |
real number of listening T essssrssnsssssssnnnsnnsnnnnns Fernssnannnnanny
hosts & 50T . ' '
% 87000 |
_%_:'86500 s Estimated
= Ground Truth
86000 =
85500
85000 =5 5 10 15 20 25 30

Unique SYN Packets Sent

Prof. Dr. Thomas C. Schmidt 24
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Comparison with Nmap

Normalized Duration Est. Internet
Coverage (mm:ss) Wide Scan

Nmap (1 probe) 81.4% 24:12 62.5 days
Nmap (2 probes) 97.8% 45:03 116.3 days
ZMap (1 probe) 98.7% 00:10 1:09:35
ZMap (2 probes) 100.0% 00:11 2:12:35

Averages for scanning 1 million random hosts

Prof. Dr. Thomas C. Schmidt 25
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Why does ZMap find more hosts?

Statelessness leads to both
higher performance and
iIncreased coverage.

Prof. Dr. Thomas C. Schmidt
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APPLICATIONS OF HIGH-
SPEED SCANNING

Prof. Dr. Thomas C. Schmidt
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Enumerating vulnerable UPnP hosts

UPnP

Prof. Dr. Thomas C. Schmidt

150 lines of code to perform UPnP handshake
Took <2 hours to scan complete v4 addresses

HD Moore disclosed vulnerabilities in several
common UPnP frameworks in January 2013
Exposure possible with a single UDP packet!

Durumeric et al. found that 3.34 M of 15.7 M
devices were still vulnerable.

Think about the misuse of ZMap

28
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Monitoring service availability

T
-, '\\ .. 2 ..{,

Snapshot of HTTPS outages
caused by Hurricane Sandy

Prof. Dr. Thomas C. Schmidt

Specific protocol module help to identify the
deployment of service

Simple ICMP echo request scans can help to
track Internet outages

29
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censys.io: Search engine that uses ZMap

HOW WE HELP ~ PRICING ABOUT LOGIN
L, censys

Security starts with visibility

Find and monitor every server on the Internet

What servers and devices are exposed
on my network?

Enter an IP address or CIDR block (141.211.0.0/16) n

Prof. Dr. Thomas C. Schmidt 30
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ZMap: Fast Internet-Wide Scanning and its Security Applications

Zakir Durumeric Eric Wustrow J. Alex Halderman
University of Michigan University of Michigan University of Michigan
enkir@umich.edi st @ umich.edu jhalderm@umich edu
Abstract mid-range macl ing ZMap is capable of sca

Internel-wide network scanning has numerous security
applications, including exposing new vulnerabilities and
tracking the adoption of defensive mechanisms, but prob-
ing the entire public address space wilh exisling lools is
both difficult and slow. We introduce ZMap, a modular,
apen-source network scanner specifically architected to
perform Internet-wide scans and capable of surveying
the entire IPv4 address space in under 45 minutes from
user space on a single machine, approaching the theo-
refical maximum speed of gigabil Ethernel. We present
the scanner architecture, experimentally characterize its
‘performance and aceuracy, and explore the sceurity impli
calions of high speed Intemnel-scale network surveys, both
offensive and defensive. We also discuss best practices for
good Internet citizenship when performing Internet-wide
surveys, informed by our own experiences conducting a
long-erm research survey over the past year.

1 Introduction and Roadmap

Internet-scale network surveys collect data by probing
large subsets of the public IP address space. While such
scanning behavior is offen associated with botnets and
worms, it also has proved 1o be a valuable methodol-
ogy for security research, Recent studies have demon-
straled thal Internel-wide scanning can help reveal new
kinds of vulnerabilities, monitor deployment of mitiga-
tions, and shed light on previously opaque distributed
ecosyslems [10, 12, 14, 15,25,27]. Unforlunately, this

for a given open port across the entire public 1Pv4 address
space in under 45 minutes—over 97% of the theoreti-
cal maxi speed of gigabil Ethernet— without requir
ing specialized hardware [ 11] or kernel modules [8,28].
ZMap’s modular architecture can support many types of
single-packet probes, including TCP SYN scans, ICMP
echo request scans, and application-specific UDP scans,
and it can interface easily with user-provided code to
perform follow-up actions on discovered hosts, such as
completing a protocol handshake.

‘Compared to Nmap—an excellent general-purpose net-
work mapping tool, which was utilized in recent Internet-
wide survey research (10, 14]—ZMap a ch
higher performance for Internet-scale scans. Experimen-
tally, we find that ZMap is capable of scanning the TPva
public address space over 1300 times fasier than the most
agpressive Nmap default settings. with equivalent accu-
racy. These performance gains are due to architectural
choices that ifically optimized for this

Oplimized probing  While Nmap adapls its transmis
sion rale lo avoid saluraling the source or largel networks,
we assume that the source network is well provisioned
(unable to be saturated by the source host), and that the
targets are randomly ordered and widely dispersed (s
no distant network or path is likely to be samrated by
the scan). Conscquently, we atfenpt fo send probes as
quickly as the source’s NIC can support, skipping the
TCPAP stack and generating Fthernet frames directly. We
show that ZMap can send probes al gigabil line speed
from commaodity hardware and entirely in user space.

has been o

legitimate researchers, who cannot employ stolen network
access or spread sell-replicating code. Comprehensively
scanming the public address space with off-the-shelf tools
like Nmap [23] requires weeks of time or many machines.

In this paper, we introdice ZMap, a modular and open
source network scanner specifically designed for perform-
ing comprehensive Intemet-wide research scans. A single

No p ion stale While Nmap maintains
state for each connection to track which hosts have
been scanned and o handle timeouts and retransmis-
sions, ZMap forgoes any per-conneclion stale. Since
it is intended to target random samples of the address
space, ZMap can avoid storing the addresses it has already
scanned or needs to scan and instead selects addresses
according to a random permutation generated by a cyclic

USENIX Association

22nd USENIX Security Symposium 605

31
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Making it even leaner

REDUCING THE FOOTPRINT
OF INTERNET-WIDE SCANS

Prof. Dr. Thomas C. Schmidt
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Problems of Internet-wide scans

Scan packets are overhead
Abuse reports
Threats of legal action

Impact on research results by
Load on intrusion detection systems
IP Blacklisting

Rate limiting by routers

Prof. Dr. Thomas C. Schmidt 88
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IP hitlists vs announced addresses (BGP)

Prof. Dr. Thomas C. Schmidt

Announced addresses (BGP)
High scan overhead
Results: stable over time

IP hitlists
Low scan overhead
Results: unstable over time (dynamic IPs)

Can we do better?

34
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ldea: Topology Aware Scanning Strategy (TASS)

Announced addresses (BGP)
Addresses: ~2.8 billion

BGP prefix hitlists (TASS)
Addresses: 0-2.8 billion

IP hitlists and samples
Addresses: 1-20 million

Prof. Dr. Thomas C. Schmidt

Hypothesis

Hosts with dynamic IP addresses do not often
change their announced BGP network prefix.

85
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TASS approach

1. Perform a full IPv4 scan once

2. Get, sort, and select prefixes by their host
density until desired host coverage has
been reached

3. Scan only the selected prefixes for a given
time period

May reduce scan traffic by 35-90 % and miss
only 1-10 % service responses

Prof. Dr. Thomas C. Schmidt 36
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Step 1. Perform a full IPv4 scan once

Use data from existing scan projects, e.g.,
censys.io

Following results show IPv4 scan data from
Censys.io: HTTP(S), FTP, CWMP (CPE WAN
Management Protocol), 09/2015 to 03/2016

Prof. Dr. Thomas C. Schmidt 37



Step 2. Get and Sort prefixes (HTTPS)

Prefixes obtained by CAIDA
Routeviews Prefix-to-AS
database + some own
optimizations

Host density = #hosts divided
by #IP addresses contained by
the prefix

Prefixes sorted by their
density

Prof. Dr. Thomas C. Schmidt

Density
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Step 2. Select prefixes (HTTPS)

1 —n 1
100 % of the HTTPS 0.8 |- 108
host are distributed % 0.6 F “host coverage 4 06 g
over 410,000 prefixes. é% 0.4 {04 2
0.2 102 ©

0 1 1 i | 1 1 1 | 0

19 S 7z, o S 2 Oy 2 4
2. %, 6\00 2, 6\00 2, 6\00 2,
o % b % Y 9 % %

Prefixes (ranked)

Prof. Dr. Thomas C. Schmidt 39



Step 2. Select prefixes (HTTPS)

Select all prefixes with
density > 0

Scanning 100 % of the
HTTPS host results

In a IPv4 address space
coverage of 64,5 %.

Prof. Dr. Thomas C. Schmidt

Density
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“host coverage
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Coverage

Prefixes (ranked)

40



HAW
HAMBURG

Step 2. Select prefixes (HTTPS)

Scanning 99% of all HTTPS
hosts results in an address
space coverage of only 42,7%

Skipping some prefixes with
the lowest density

Prof. Dr. Thomas C. Schmidt
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Host Coverage vs. IPv4 Space Coverage

Little tweaks on the host
coverage have an important
Impact on the needed
address space coverage

Host / address space

coverage ratio depends on
the protocol.

Prof. Dr. Thomas C. Schmidt
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¢ FTP  HTTP HTTPS CWMP
8ol 0.574 0.648 0.645 0.332
& 0.371 0.440  0.427
@ 2 095 0206 0279 0262  0.085
£Y 07 0023 0048 0052 0.037
< 05 0.006 0017 0.020  0.021

Host coverage

IPv4 space coverage

42
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Host Coverage vs. IPv4 Space Coverage

We are able to scan every second
host by scanning just 2% of the
announced IPv4 address space!

FTP  HTTP HTTPS CWMP
0.574 0648 0.645  0.332

<

5 !

ey g 0.99 0.371 0.440 0.427 0.113
This results in a scan traffic g é 095 0.206 0.279 0.262 0.085
reduction of 98 % compared 2‘5 0.7 0.023 0.048 0.052 0.037
to an IPv4 full scan. _

Prof. Dr. Thomas C. Schmidt 43



TASS compared to a IPv4 full scan (density = 1)

T ——— o

0.9 ¢ -

After six months, TASS 0.8 |
finds only 4% less hosts

= 0.7 + |
than a IPv4 full scan T

0.6 _

0.5 i

0.4 ' ' ' ' '

09/15 10/15 11/15 12/15 01/16 02/16 03/16
Time [month/year]

CWMP FTP ~ HTTP - HTTPS =
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1

0.9
After six months, IP @ 0.8
hitlists finds 30-55% g 0.7
less hosts than an L 0.6 - i
IPv4 full scan. '
0.5 - .
0.4

09/15 1015 11/15 12/15 01/16 02/16 03/16
Time [month/year]

CWMP FTP -+ HTTP - HTTPS =
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Towards Better Internet Citizenship:
Reducing the Footprint of Internet-wide Scans by
Topology Aware Prefix Selection

Johannes Klick Stephan Lau Matthias Wahlisch
Freie Universitat Berlin Freie Universitat Berlin Freie Universitat Berlin
johannes.klick@fu- slephan.lau@fu-berlin.de m.waehlisch@fu-

berlin.de berlin.de
Volker Roth
Freie Universitat Berlin
volker.roth@fu-berlin.de
ABSTRACT least 28 billion addresses advertisad in the TP ad

Internet service discovery is an emerging topic to study
the deployment, of protocals. Towards this end, our
communily periodically scass the entire advertised [Pv4
address space. In this paper, we question this princi-
ple. Being good Internet citizens means that we should
limit scan traffic to what is nocessary. We conducted a
study of eean data, which shows that several prefixes do
not accommodate any host of interest and the network
topology is fairly stable. We argue that this allows us
to collect representative data by scanning less. In our
paper, we explore the idea to scan all prefixes once and
profixes of interest for future sca

Based on our analysis of the consys.io data set [4 1
T d,atamumpaasmgzafunuwmmthm  months)
we found that we can reduce sean traffic hetwoen 25-
90% and miss only 1-10% of the hosts, depending on
desiren] trade-offs and protocols.

1. INTRODUCTION

Fasl Internel-wide scanning is growing in popularity
ameng researchers, At the time of writing, researchers
regularly scan the Internet for velnerable SSL certifi-
eates [[13), SSH publie keys [T0], and for the bannors
of plain text protorols such as SMTP, HTTP, FTP,
and Teloet [, The majority of researchers scan at
Fermissiom s mike digital or hard eopies of all or par of this work for pereal

and the: full ctation om the st page, Copyrighis for compomcnts of this work.
by shcrs than the author(s) s be honwred. Abwracting with credit s
permiticd, Tocopy wiherwise, or republich, i post on scrvers or o disiribere o
mmwwmm-ﬁm&c Kequest permissics from

IMC 2018, Mw\mber“‘ 165, 2016, Santa Monica, CA, USA

D 2016 Copprigh bed by e sttt Pubicseion sghes e 10
ACHL SN I78-1-4500-452-216011.... 31500

o itk e o 101145 [208 7113 2087157

dresss space (5[5 [10/ 12151619, Hitrates, the frac-
tion of probed addresses from which a response ia re-
orived, are very often under two percent [7]. This means
that moel scan brallic B overbead, Most of these scans
are done periodically for trend analyses, which exacer-
bates the amount of unnecessary scan traffic. For ex-
ample, the ongoing Internet-wide research project sen-
sys.io [77] probes the TANA allocated address space for
19 protecols on o continuous basis. This results in 72,2
billion generated IP-packets per week, which causes
several bostile responses ranging from threatening le-
il actions to eondueted denial of serviee attacks

Whereas seanning Uhe TPvA address space is feasible this
is not any more the case for IPv6, When IPv6 becomes
more popular, we need scanning strategics that limit
scans to parts of the address space that are in use.

Many measurement scenarios requireonly partial scans
insbeind of exploring the Full I address space. However,
we currently lack a systematic understanding of the de-
ployment of Internet services with respect to [P address
Fanges.

Tn this paper, we want o start the discussion |
wo can roduce scan braffic systematically,. We present
the Topology Aware Scanning Strategy (TASS), & new
1P prefix based and topology sware scanning strategy
for periodic seanning. TASS enables researchers to enl
Tect respanscs from 90-995 of the available hosts for six
months by seanning only 10-75% of the announced IPv4
address space in cach scan cycle (protocol dependent)
TASS is seeded with the results of a full advertised 1Pv4
aubdress sean for a given protoeol and time period. The
profixcs for all responscs will be sclocted for periodic
seans of the given protocol.

Periodic scanning of only selected prefixes reduces
sean traffic significantly while ¢ st of the hosts
of interest. For instance, our analysis rovenls that re
sponsive prefincs oblained from s full FTT scan cover

46
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The Bigger Network

HOW TO SCAN IPV6
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232 IPv4 addresses scanned in 44 minutes
1,7*107-10 seconds per address

Prof. Dr. Thomas C. Schmidt 48
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232 IPv4 addresses scanned in 44 minutes
1,7*10”7-10 seconds per address

2128 IPv6 addresses scanned in ?7?
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We want to scan the IP address space v —

Easy. Really?

H
H

We will not be able

to scan every IPv6 address!

50
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Approaches to find active IPv6 addresses

DNS (DB) Structural Combined Crowd-

techniques properties Hitlists sourcing
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DNS techniques based on reverse IPv4 DNS

Limited to finding
Dual Stack Hosts

Prof. Dr. Thomas C. Schmidt

Derive v4 addresses from passive BGP
measurements

Query reverse DNS entry for all these
addresses

Query AAAA (IPv6) record for responses

52
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DNS techniques based on reverse IPv6 DNS

Leverage non-existent domain name record
(NXDOMAIN)

There are no entries under this DNS subtree

.ip6.arpa
,ffjjffﬁtﬁhx
e
o T T Enumerate the reverse IPv6 DNS tree and
o 7+ . e r jgnore complete subtrees if NXDOMAIN
O,Aef replied

Challenges: Scaling, non-standard compliant
servers ...

Prof. Dr. Thomas C. Schmidt 58



Structural properties
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Apply machine learning on IPv6 input data set
to identify address plans

Find dense regions in the v6 address space
and generate neighboring addresses, based
on input addresses

Calculate Hamming distance on granularity of
nybbles (= 4 bit of hex character in IPv6
addresses)

54



Combined Hitlists

Prof. Dr. Thomas C. Schmidt
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Passive
Flow data of large networks

Active

Alexa Top 1M

Rapid7 IPv4 rDNS

Rapid7 DNS ANY

DNS zone files

CAIDA IPv6 router DNS names
Traceroute

55



Crowdsourcing

How many red and/or blue balls do you see on the page?

If you do not see any red/blue balls, that's perfectly fine. Just pick 0 (zero) from the list

2]
Red Balls Blue Balls
+ 0(Zero) 0(Zero) *
1 (One)
2 (Two)
3(Three)  the number of balls. Incorrect submissions will not be approved!!!
4 (Four)
Submit

Prof. Dr. Thomas C. Schmidt
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Crowdsourcing

How many red and/or blue balls do you see on the page?

If you do not see any red/blue balls, that's perfectly fine. Just pick 0 (zero) from the list

i i i!

Red Balls Blue Balls

v 0(Zero) 0(Zero) *
1 (One)
2 (Two)
3(Three)  the number of balls. Incorrect submissions will not be approved!!!

4 (Four)

Submit

Prof. Dr. Thomas C. Schmidt
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Blue balls are only served by an IPv6-
enabled server

Inspect server logs to measure host
addresses
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Looking at the entire IPv6 node space

How biased are sources of IPv6 addresses?

Prof. Dr. Thomas C. Schmidt 58
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Cumulative increase of vb6 addresses

60 M
' Domainlist
Strong increase of _ I Domainlists
t te due to h S0 M7 N DNS ANY
raceroute aue to nome —
routers 40 M A ———
30 M/ W Bitnodes
I RIPE Atlas
20M4 [ Traceroute
10M

Prof. Dr. Thomas C. Schmidt 59



— HAW
— HAMBURG

Understanding traceroute grow in more detalil

. ff:fe:..

Indicates SLAAC addresses
Roughly, split 48 bit MAC
address into two 24 bit blocks,
separated by ff.fe

(Privacy extensions exist ...)

Prof. Dr. Thomas C. Schmidt 60
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Understanding traceroute grow in more detalil

. ff:fe:..

Indicates SLAAC addresses
90% were SLAAC addresses

47% ZTE Roughly, split 48 bit MAC
47% AVM address into two 24 bit blocks,
1% Huawel separated by ff.fe

+ long tail of 240 other vendors
(Privacy extensions exist ...)

Prof. Dr. Thomas C. Schmidt 61
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Do the sources cover many ASes?

=
o

o
o

Unbalanced (CT, domain lists) Sormainlict
omainlists

)]

)

wn

<

>

(@

2

vs. balanced (RIPE Atlas) < 0.6 .

. ‘ ~--- FDNS

T

° —o— CT

w 0.4 ~e- AXFR

S —¥— Bitnodes

+ 0.2 -¥-- RIPE Atlas

E —m— Scamper
0_0[ T T LR | T T AL | T T AL | T T LR |

10° 10! 102 103 104
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Visualizing IP address space

IPv6

Prof. Dr. Thomas C. Schmidt 63
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zesplot: Visualizing v6 announced address space

- —
&)
<

IPv6 prefixes represented
as a rectangle

—
o
W
~

Order prefixes by {prefix-
size, ASN}

N
=
sassaIppe J1 mduf

Start by filling vertical row, - T A TR SR
then horizontal row, then
vertical row etc.

o
{w]
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Some prefixes contain unusually large
numbers of addresses. Why?
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Challenge: Aliased network prefixes

Prof. Dr. Thomas C. Schmidt

Complete prefix is assigned to a host
Host listens on all possible addresses
Consequence

Artificial inflation of hitlists
Some hosts will over-represent the hitlist
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Alias detection: Fixed prefix length

Prof. Dr. Thomas C. Schmidt

Assumption

It is unlikely that a randomly selected IPv6
address replies

Approach
Construct medium-sized prefixes (e.g., /96)

Send probes to n randomly selected
addresses in the prefixes

If you receive n replies, likely because of
aliased prefix

67



Alias detection: Dynamic prefix length

Detection at different prefix lengths

Generate pseudo-random address for each 4-
bit sub-prefix

2001:0db8:0407:8000: @151:2900:77e9:03a8
2001 :0db8:0407:8000: 1 5ab:3855:92a0:2341

2001 :0db8:0407 :8000: : /64% 16 branches (random IPs)

2001:0db8:0407:8000: e aae:cb10:9321:ba76
2001:0db8:0407:8000: £693:2443:915e:1d2e

Prof. Dr. Thomas C. Schmidt 68



Detected aliased prefixes

i

e

[y
W
cc
~

D
~

sessaippe J1 anduf

o
co

AARLEL SR lJE'I |
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Detected aliased prefixes

i

All /48 prefixes e

[y
W
cc
~

Majority belongs |

to Amazon and

Incapsula (both B N §

D
~

cloud providers)  — 'y |° [§ T e

sessaippe J1 anduf

o
co
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148K | = * 148K

2K & e 2 3
a L] i -~ iy - T ek el AN o
i I I i | - " — 5

48 * i i i a8 ©

| JH B i
1 i : 1
All prefixes covered by hitlist Aliased prefixes
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Can we identify common addressing schemes
in hitlists?

Prof. Dr. Thomas C. Schmidt 72
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Techniques to learn new addresses

Entropy/IP
« (Generate new addresses by leveraging entropy of seed addresses
« Similar approach to grouping addresses based on their structure as shown earlier
6Gen
« (Generate new addresses in dense address regions
« If we see addresses
e 2001:0db8:0407:8000::4
e 2001:0db8:0407:8000::5
e 2001:0db8:0407:8000::8
* Likely other valid addresses
e 2001:0db8:0407:8000::6
e 2001:0db8:0407:8000¢::7

Prof. Dr. Thomas C. Schmidt 73



Entropy clustering

Prof. Dr. Thomas C. Schmidt

— HAW
— HAMBURG

Take a set of responsive IPv6 addresses from a
particular network (e.g., /32 prefix, a prefix from
BGP dumps, or an AS)

Calculate the normalized Shannon entropy for
each IPv6 nybble (4 bits = one hex char) for all
addresses in the set; repeat for each network

Use these fingerprints as input for k-means
clustering to predict more responsive addresses

Plot median fingerprints and cluster popularity
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2001:0db8:4001:0806| 00E6: 000 : 0008 :201b 2001:0db9:0811:080d1: fdad:faa0:0378:7321
2001:0db8:4803:0cP0| BOEO: 0EO0: 0BBR 882 2001:0db9:482f:7dee; fdce:dadc:aa23:5eab
2001:0dbs:4004:080f| 0060 :0000:06006:2014 2001:0db9:4134:9700 645c:b3c2:b5bd: ae87
2001:0db8:4001:8ce8} 00OOL: 000 : 0080 :881c 2001:0db9:4134:9706 t47d:cc3b:5956: 845fF
2001:06db8:4002:0803| 0060 :0000:0606:2009 2001:0db9:4306:9deBtecal:eB2e:13e0:4ca3
2001:0dbs:4082:0c9[ 0000 : 0600 : 0006 :007d 2001:0db9:4333:54080f fa32:edff:fead: 86dc
2001:0dbs:4009:080d|[ 0060 : 0000 : 0006 :101b 2001:0db9:43da: 9600 98b2:c969:b41c:ddch
2001:0db8:400a:0807| 0000 : 0000 : 0806 : 2011 2001:0db9:43e6:9200: 402c:87a9:c25b:76a6
2801:06dbs:400c:0cb4| 0060 : 0000 : 0000 : 8056 2001:9db9:43e6:9200F455b:da2b:2482:ef42

0000 : 2000 :0600:009b 2081:0db9:43e6:9200F d921:6beb:16F8:41d6
(ignore) v fingerprint! v ignore fingerprint! v
17 32 17 32

Prof. Dr. Thomas C. Schmidt 75



— HAW

Entropy clustering of /32 prefixes = HAMBURG

(consider only interface identifiers)

Fingerprint is only based
on nybbles 17-32

1.0
1
R 0.8 .
BN o
(] ool =
NCIRRRRE 06 ¢
@ oL L 8]
A RN 0 S
. . [(v}
g3 :
I 022
at i -
II:II 00
50 40 30 2010 O 18 20 22 24 26 28 30 32
/32 prefixes [%] IPv6 nybble (hex character)
76
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Entropy clustering of /32 prefixes = HAMBURG
(Full address)

Just a handful of
schemes deployed in
the Internet

Cluster ID

Median entropy

50 40 30 2010 0 10 12 14 16 18 20 22 24 26 28 30 32
/32 prefixes [%] IPv6 nybble (hex character)
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How does cross-protocol responsiveness look like?

Prof. Dr. Thomas C. Schmidt 78
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Generate v6 targets and probe daily

If address responds on protocol X, how likely
IS it to respond on protocol Y?

Helps to identify relevant addresses for
specific measurements

Prof. Dr. Thomas C. Schmidt 79
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UDP/443 - 0.017 0.035 0.054 0.0065

3
S UDP/53- 0.069 0.1 0.14
3
S
[
S TCP/443- 0.29
B
S - 0.4
S
& TcP/so- 045
a
0.2

ICMP

ICMP TCP/80 TCP/443 UDP/53 UDP/443
Protocol X

Prof. Dr. Thomas C. Schmidt 80
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Is there a benefit of using more than one
address learning tool?

Prof. Dr. Thomas C. Schmidt 81
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Comparing Entropy/IP and 6Gen and responsiveness

ICMPv6 TCP/80 TCP/443 UDP/53 UDP/443 Entropy/IP  6Gen
v X X X X 41.1% 66.8%
v v v X X 12.3% 9.2%
X X X v X 231% 7.3%
v v X X X 34% 49%
v v v X v 6.1% 3.2%

Prof. Dr. Thomas C. Schmidt
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Discussions

Time-to-measurements
IPv6 server are more responsive compared to home devices and clients
When using hitlists as input, client devices need to be measured in minutes

Hitlist tailoring
Prevent bias by removing aliased prefixes
Tailor down to ASes, protocols etc. depends on study

Unresponsive addresses
Can be used to understand addressing schemes inside a prefix

Prof. Dr. Thomas C. Schmidt 83
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1 INTRODUCTION

Network are an i the
Internet. Due to the expanse of the IPve i space, exhaustive
scans as in IPv4 are not possible for Pvs. In recent years, several
studies have proposed the use of targel lsts of [Pv6 addresses, called
TPV hilists.

In this paper, we show thal addresses in IPve hitlists are heavily
clustered. We present novel techniques that allow IPv6 hitlists to
be pushed from quantity to quality. We perform a longitudinal
active measurement study over & months, targeting more than 50M
addresses. We develop a rigorous method to detect aliased prefixes,
which identifies 1.5 of our prefixes as aliased. pertaining o about
half of our target addresses. Using entropy clustering, we group the
entire hitlist into just & distinct addressing schemes. Furthermore,
we perform client measurements by leveraging crowdsourcing.

To encourage in network
and to serve as a starting point for future [Pvé studies, we publish
source code, analysis tools, and data

CCS CONCEPTS
« Networks — Network structure; Naming and addressing:

KEYWORDS

TPy, Hitlist, Clustering. Aliasing, Entropy

ACM Reference Format:

Ofiver Gasser, Quirin Scheitle, Pawel Foremski, Qasimm Lane, Maciej Kor-
ik, Stephen D, Strawes, Lusuk Hendriks, and Gearg Carle. 2018, Clusters
in the Expanse-. Understanding and Urbiasing IPvé Hitlists. In 2018 Infernet
‘Meaurement Conference (IMC 15}, October 31-Noverber 2, 2018, Bosto, MA,
LSAACM, New York, NY, USA, 15 pages. hitps/cloiog/10.1 4S/5278532
3078560

Internet a rich history of generating insights for sect-
rity, topalogy, routing, and many other felds. Advances in software
and link speeds in recent years allow the entire IPr4 Internet to
be easily scanned in just a few minutes [2, 24, 42]. However, scan-
ning the expanse of the entire IPvs Internet is infeasible due to
its size, which is magnitudes sbove both what can technically be
sent ar stored, and what is an ethical volume of queries Lo be sent
to a system or network. Therefore, state-of-the-art IPvé Internet
scanning resorts to the methods used in the early days of Pvd
Internet scanning, ie. using lists of target P addresses, so-called
hitlists, which served as a representative subset of the IPv4 address
space [19, 21, 27]

“The IPvé address space also comes with unique, different chal-
lenges to such hitlists. First, hitlists can be biased (ie, not represen-
tative of the Internet as a whole) due to imbalanced Autonomous
System (AS) and prefix representations or [P address aliasing. Sec-
ond, due to similarly large allocation sizes, a single network—or
even a single machine’ —can easily overwhelm a hitlist with count-
less IP adiresses. Third, addresses might be used only for very
brief periods of time, as there is no pressure for re-use. Thus, &
key quality of IPé hitlists is nol the count of IP addresses, but
responsiveness and balance aver ASes and prefixes. In this paper,
we systematically tackle these challengos by:

Comprehensive Address Discovery: The first step in unbias-
ing a hitlst is creating a comprefenstve hillist, for which we draw [P
addresses from a multitude of state-of-the-art sources, cf. Section 3.

Clustering by Entropy: To discover and understand clusters
in the expanse of the IPvé space, we leverage entropy analysis of
IPvé addresses. This helps to determine addressing schemes and
ageregate clusters, which we explore in Section 4.

De-Aliasing: To reduce the potential impact of aliased prefixes—

it bl i permmlar s single machi ing to all lddﬂiseimlpuss\ﬂyllrgp
Forprofit i prefix—we i implement 2 1
o et pape. Copyrights o comgnimts of i wock e by wﬂ“"; prefi detcton, which we preen n Section <

it i i permission ility Probing: To find relisbly responsive

2o 2 fee. Request permistios from permsiansacm.arg.

HC 't Oachwr 3 fivember 2 22 B MA. LA

o Coprege et Pt Pblcation right e to ACM.
ACM ESEN 773 s

itk g T8 SRS

ri

uumsm wp(nnduﬂ longitudinal scans for our hitlist across sev-
eral protocols. As expected. we find only a fraction of discovered

R P = = o2 addoesses.
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Measuring in the wild

OBSERVING IPV6 SCANNERS
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s IPv6 Space
IEEE 1 ST N

Target List

Random
Probing

5
Prefix P; S
Prefix P 3

BGP Dump
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Three approaches to probe IPv6 address space

S IPv6 Space
If we understand m 1 ——r T TN -~

IPv6 scanners, we Target List
can deploy
observation points Random
with more precise Probing 2 ——>
focus.
This may reduce —

: Prefix P;
costs and increase S3

Prefix P,

accuracy.

BGP Dump
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Better understanding of IPv6 scanners.

How should we design IPv6 network
telescopes to capture IPv6 scanners?

Which limitations do specific network
telescopes have?

Which bias is introduced from the
perspective of a telescope?

88
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Our four network teleszco:

BGP /32 ... /48

T1: Passive, T2: Partially T3: Silent T4: Reactive
BGP productive (TCP)
controlled

89



Spoki: Reactive telescope to continue dialog with attacker

* Replies to (stateless two-phase) scanning to explore attack surface

« Asynchronously accepts and matches (2"d phase) connections

HAW
HAMBURG

5 [ehegular X [Telescop
\ .
A S
C .-~ Replies -
Ié <« Besults ‘ SpOkI ]4-- eplies
A 3 &t e
D Proo®
Scamper ]

Raphael Hiesgen, Marcin Nawrocki, Alistair King, Alberto Dainotti, Thomas C. Schmidt, Matthias Wahlisch,
Spoki: Unveiling a New Wave of Scanners through a Reactive Network Telescope,
In: Proc. of 31st USENIX Security Symposium, pp. 431-448, USENIX Association : Berkeley, CA, USA, August 2022.
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Initial observation period of 12 weeks

T 10 T1 T2
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Time [W] Time [W]
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How popular are protocols?
Packets vs. sources vs. sessions

Packets Sessions /128 Sources /128

Protocol [#] [%] #] [%]  [#] [%]

ICMPv6 33,889,898 66.2 132,816 20.1 20,373 56.5
UDP 11,967,255 23.4 36,780 5.6 7113 19.7
TCP 5,372,494 10.5 614,223 92.8 19,977 55.4
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Which type of addresses do scanners target?

Telescope prefix

w0 B
[ 1

Packets Scanners

Address Type [#] [%] [#] [%]

12 -

IPV6 address [nibble]

[
L T T T A T T T A A A A B

O=RNWAUONRWOLTNAOMD ™
Hexadecimal character

| = ki M i Mw’ “ 5717?'7551'53% T
andomized 31,101,725 7132 1841 1446 S ipm W-'MH'“

low-byte 7,582,741 17.39 8775 68.94 =] R et o B '.‘ it

pattern-bytes 2,105,891 4.83 508 3.99 Ordered a”"’a' time [#1

embedded-ipv4 1,519,763 3.48 489 3.84

subnet-anycast 1,118,665 2.57 1053 8.27

ieee-derived 90,843 0.21 13 0.10 g ]

embedded-port 89,803 021 48 0.38 ’§1 I
o

(a) Structured

4 4 Telescope prefix

Iq i 'i l‘
":',w I
i l”q}'ﬂn 1,‘ lrh
Fl 4

' ‘ ‘ i‘l‘ _;‘I‘ FJI‘\"IH WL "'Hd“\" ‘lnl' Wy m:m:‘;

4 u JH‘ I w\
1 "l,;'” fﬂgi.!”r nl;,ﬂ Ma)' i !ﬁ' ;

ﬂﬁ

isatap 217 <0.01 2 0.02

ORNWAULIONOOLVLT N A M
Hexadecimal character

ey b Iui' i :ut't
‘ﬁ ,’iu,-;i | ..1’,“\‘ Ai’ !

Ordered arrival tlme [#]

(b) Random
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Intermittent
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Classifying temporal behavior of scanners — HAMBURG
T1 T2 T3 T4
) 102
e o I
Oneoff 10° I I 5
o N 1 O
[ [ ] = 10° 5 g
t : : {0 5 <
Periodic 2 102 7 e
S 10 I - = [ | [ | ? %‘
o [ o 5
t : | — 1o g
Intermittent 10’ g

10?
i i i B

- structured - random - unknown

Address selection
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Method to create BGP signals
Controlled, passive measurements

:A LiA LA LA LA
Withdrawal ! Er_________.i e mm el e e el
i I i ===
A Announcement| : | 2001:db8:e000::/35"!
: b | 12001:0b8:0000:/34 | B========4 :
i 8 | (2001 :db8:c000::/35 |
| | |2001:db8:8000:/33| ========-= i
i
! L ! [ 20Q15:db8.8000../34
| 20010bg/s2 |leooooo oo b |
| : ( o
| i i
| . Ll
! i B 2001:db8:/33
i l i H
i |
e N | | |
i - i — : — i >
1 13 14 15 16 17 18 19

Time [Weeks]
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How do scanners react on our BGP annoUificéments?

2a057

1579190 581210
[ 4 A}

2a05:e747:/33 2a05:e747:8000::/33

307412 273798

2a05:e747:8000::/34 2a05:e747:c000::/34

176026 97772

2a05:e747:c000::/35 2a05:e747:e000:/35

49289 48483

2a05:e747:e000::/36  2a05:e747:f000::/36

23940 24543

2a05:e747:f000::/37 2a05:e747:f800::/37

12221 12322

2a05:e747:f800::/38  2a05:e747:fc00::/38

5938 6384

2a05:2747:fc00::/39  2a05:e747:fe00::/39

3354 3030

2a05:2747:fe00::/40 2a05:e747:ff00::/40
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= /33 34 — /35 /36 — /37 /38 — /39 — 140 — /41 42 — /43 /44 /45

)
o
~

/46 — /47 — [48 — /48

Sessions [#]
[ [
(=] [5)]
A~ A

u
T

o
|

Oct Nov Dec Jan Feb
Time [W]

M:ar Ai:)r Méy Jun J||.|I

Start of BGP announcement

As soon as we announce a more specific prefix, scanners start probing this more specific prefix.
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How to build an attractive telescope? Network visibility
largely depends on announcing the telescope prefix
individually in BGP.

Are observations in telescopes unbiased? No. Scanners
contact telescopes following external triggers, which in turn
means that triggers attract only those scanners that react to
them.

Are IPv6 telescopes suitable to monitor DDoS? No.
Telescopes commonly monitor DDoS by capturing the
backscatter from randomly spoofed attack traffic.
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