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INTERNET-WIDE SCANNING
Discovery at Large
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Measurement objectives

Which IP address is online?

Which IP address runs which service?

Which type of host or service is behind an IP 

or port?

You don’t have access to flow data.

You want to answer these questions for 

(almost) all IP addresses.
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Network Mapper: NMAP

Host discovery

− Originally using network ranges (lists)

− Random IP generation

Operating system discovery

− Originally fingerprinting the TCP/IP stack

− Response matching in OS database

Service discovery

− Determine open ports from protocol reply

− Determine closed ports from ICMP reply

Prof. Dr. Thomas C. Schmidt

NMAP was the first integrated 

tool for Internet scanning –

released in September 1997 by 

Gordon Lyon (Fyodor)
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Fingerprinting

OS:

− Analyze protocol options and imple-
mentation details of IP/ICMP/TCP/UDP

− Predict the uptime from TCP timestamps

TCP service: 

− Complete the connect handshake

− Many services send a banner

UDP service:

− UDP does not respond by itself

− Send protocol-specific payloads and 
match responses

Prof. Dr. Thomas C. Schmidt
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Fingerprinting is a 

complex process of 

correlating various 

properties observed 

from the system
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This is All Rather Complex

Prof. Dr. Thomas C. Schmidt

How do we

boost this to 

Internet scale?
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Common scanning strategies

Prof. Dr. Thomas C. Schmidt

IP hitlists are lists of IP 

addresses that most likely 

offer the scanned services.
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Challenges

Prof. Dr. Thomas C. Schmidt

Target 

probing

Packet 

transmission

Packet 

reception

How to avoid overload 

of target networks?

How to send packets 

as fast as possible?

How to identify valid 

responses?
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Challenges
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Target 

probing

Packet 

transmission

Packet 

reception

How to avoid overload 

of target networks?

How to send packets 

as fast as possible?

How to identify valid 

responses?

We discuss how ZMap overcomes these challenges 

compared to common approaches such as nmap.
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Target probing

Sending probes to targets in numerical order

may easily overload destination networks

Sending probes in random order prevents this 

problem

How do you know which addresses you 

already contacted?

Prof. Dr. Thomas C. Schmidt
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Target probing: An inexpensive approach

How do we randomly scan addresses without 

excessive states?

Core idea

1. Scan hosts according to random 

permutation

2. Iterate over multiplicative group of integers 

modulo p

Prof. Dr. Thomas C. Schmidt
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Brief math excursion: Multiplicative cyclic groups

Prof. Dr. Thomas C. Schmidt

a * r mod p

Group is cyclic if p is prime.

For IPv4: 2^32+15 is the 

smallest prime larger 2^32.

If this is a primitive root, we can iterate 

over all elements subsequently. 
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Target probing: An inexpensive approach, details

Details to generate a fresh random 

permutation for each scan

1. Generate a primitive

2. Choose a random starting address

Negligible state overhead to store

1. Primitive root

2. Current address

3. Starting address

Prof. Dr. Thomas C. Schmidt

Simplified example [USENIX Security 2013]

a * r mod p
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Common packet transmissions

Sending packets via common socket interface 

introduces overhead

Buffer creation and table updates

Routing table lookup

ARP cache lookup

Potential network filters check packets

TCP handshakes

Prof. Dr. Thomas C. Schmidt
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Fast packet transmissions

Scan packets are different from typical 

application layer packets.

Send packets directly at the Ethernet layer and 

enable

Caching of Ethernet header 

(except checksum header is constant)

Reduced TCP state management

Prof. Dr. Thomas C. Schmidt
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Validating responses

Problems

Measurement probe may see unsolicited data 

(other scan background traffic …)

Per-target states are expensive

Solution

Encode secrets into mutable fields of probe 

packets that will have recognizable effect on 

responses

Prof. Dr. Thomas C. Schmidt
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These ideas have been implemented in ZMap

ZMap

Eliminate local per-connection state

• Fully asynchronous components

• No blocking except for network

Shotgun Scanning Approach

• Always send n probes per host

Scan widely dispersed targets

• Send as fast as network allows

Probe-optimized Network Stack

• Bypass inefficiencies by 

generating Ethernet frame

Prof. Dr. Thomas C. Schmidt

Simple network scanners

Reduce state by scanning in batches

• Time lost due to blocking 

• Results lost due to timeouts

Track individual hosts and retransmit

• Most hosts will not respond 

Avoid flooding through timing

• Time lost waiting

Utilize existing OS network stack

• Not optimized for immense 

number of connections
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Performance of ZMap

Complete scan of v4 address space takes 44 

minutes with a gigabit Ethernet connection

Experiment hardware: Xeon E3-1230 3.2 GHz, 

4GB RAM

Prof. Dr. Thomas C. Schmidt
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Scan rate: How fast is too fast?

Prof. Dr. Thomas C. Schmidt

No correlation between hit-

rate and scan-rate

Slower scanning does not 

reveal additional hosts
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Coverage: Is one SYN enough?

Prof. Dr. Thomas C. Schmidt

Plateau approximates the 

real number of listening 

hosts.
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Comparison with Nmap

Prof. Dr. Thomas C. Schmidt

Averages for scanning 1 million random hosts
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Why does ZMap find more hosts?

Prof. Dr. Thomas C. Schmidt

Statelessness leads to both 

higher performance and 

increased coverage.



27

APPLICATIONS OF HIGH-

SPEED SCANNING

Prof. Dr. Thomas C. Schmidt
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Enumerating vulnerable UPnP hosts

150 lines of code to perform UPnP handshake

Took <2 hours to scan complete v4 addresses

HD Moore disclosed vulnerabilities in several 
common UPnP frameworks in January 2013
Exposure possible with a single UDP packet!

Durumeric et al. found that 3.34 M of 15.7 M 
devices were still vulnerable.

Think about the misuse of ZMap

Prof. Dr. Thomas C. Schmidt
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Monitoring service availability

Specific protocol module help to identify the 

deployment of service

Simple ICMP echo request scans can help to 

track Internet outages

Prof. Dr. Thomas C. Schmidt
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censys.io: Search engine that uses ZMap

Prof. Dr. Thomas C. Schmidt
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Literature
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REDUCING THE FOOTPRINT 

OF INTERNET-WIDE SCANS

Making it even leaner

Prof. Dr. Thomas C. Schmidt
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Problems of Internet-wide scans

Scan packets are overhead

Abuse reports

Threats of legal action

Impact on research results by

Load on intrusion detection systems

IP Blacklisting

Rate limiting by routers

Prof. Dr. Thomas C. Schmidt
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IP hitlists vs announced addresses (BGP)

Announced addresses (BGP)

High scan overhead

Results: stable over time

IP hitlists

Low scan overhead

Results: unstable over time (dynamic IPs)

Can we do better?

Prof. Dr. Thomas C. Schmidt
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Idea: Topology Aware Scanning Strategy (TASS)

Hypothesis

Hosts with dynamic IP addresses do not often 

change their announced BGP network prefix.

Prof. Dr. Thomas C. Schmidt
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TASS approach

1. Perform a full IPv4 scan once

2. Get, sort, and select prefixes by their host 
density until desired host coverage has 
been reached

3. Scan only the selected prefixes for a given 
time period

May reduce scan traffic by 35-90 % and miss 
only 1-10 % service responses

Prof. Dr. Thomas C. Schmidt
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Step 1: Perform a full IPv4 scan once

Use data from existing scan projects, e.g., 

censys.io 

Following results show IPv4 scan data from 

Censys.io: HTTP(S), FTP, CWMP (CPE WAN 

Management Protocol), 09/2015 to 03/2016

Prof. Dr. Thomas C. Schmidt
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Step 2: Get and Sort prefixes (HTTPS)

Prof. Dr. Thomas C. Schmidt

Prefixes obtained by CAIDA 
Routeviews Prefix-to-AS 
database + some own 
optimizations

Host density = #hosts divided 
by #IP addresses contained by 
the prefix

Prefixes sorted by their 
density
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Step 2: Select prefixes (HTTPS)

Prof. Dr. Thomas C. Schmidt

100 % of the HTTPS 

host are distributed 

over 410,000 prefixes.
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Step 2: Select prefixes (HTTPS)

Prof. Dr. Thomas C. Schmidt

Select all prefixes with 

density > 0

Scanning 100 % of the 

HTTPS host results

in a IPv4 address space 

coverage of 64,5 %.
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Step 2: Select prefixes (HTTPS)

Prof. Dr. Thomas C. Schmidt

Scanning 99% of all HTTPS 

hosts results in a address

space coverage of only 42,7%

Skipping some prefixes with 

the lowest density
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Host Coverage vs. IPv4 Space Coverage

Prof. Dr. Thomas C. Schmidt

Little tweaks on the host 

coverage have an important 

impact on the needed 

address space coverage

Host / address space 

coverage ratio depends on 

the protocol.
Host coverage IPv4 space coverage
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Host Coverage vs. IPv4 Space Coverage

Prof. Dr. Thomas C. Schmidt

We are able to scan every second 

host by scanning just 2% of the 

announced IPv4 address space!

This results in a scan traffic 

reduction of 98 % compared

to an IPv4 full scan.
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TASS compared to a IPv4 full scan (density = 1)

Prof. Dr. Thomas C. Schmidt

After six months, TASS 

finds only 4% less hosts 

than a IPv4 full scan
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After six months, IP 

hitlists finds 30-55% 

less hosts than an 

IPv4 full scan.
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Literature
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HOW TO SCAN IPV6
The Bigger Network

Prof. Dr. Thomas C. Schmidt
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2^32 IPv4 addresses scanned in 44 minutes

1,7*10^-10 seconds per address
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2^32 IPv4 addresses scanned in 44 minutes

1,7*10^-10 seconds per address

2^128 IPv6 addresses scanned in ??



50

Approaches to find active IPv6 addresses

Prof. Dr. Thomas C. Schmidt

DNS 

techniques

Structural 

properties

Combined 

Hitlists

Crowd-

sourcing
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DNS techniques based on reverse IPv4 DNS

Derive v4 addresses from passive BGP 

measurements

Query reverse DNS entry for all these 

addresses

Query AAAA (IPv6) record for responses

Prof. Dr. Thomas C. Schmidt

Limited to finding 

Dual Stack Hosts
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DNS techniques based on reverse IPv6 DNS

Leverage non-existent domain name record 

(NXDOMAIN)

There are no entries under this DNS subtree

Enumerate the reverse IPv6 DNS tree and 

ignore complete subtrees if NXDOMAIN 

replied

Challenges: Scaling, non-standard compliant 

servers …

Prof. Dr. Thomas C. Schmidt
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Structural properties

Apply machine learning on IPv6 input data set 

to identify address plans

Find dense regions in the v6 address space 

and generate neighboring addresses, based 

on input addresses

Calculate Hamming distance on granularity of 

nybbles (= 4 bit of hex character in IPv6 

addresses)

Prof. Dr. Thomas C. Schmidt
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Combined Hitlists

Passive

Flow data of large networks

Active

Alexa Top 1M

Rapid7 IPv4 rDNS

Rapid7 DNS ANY

DNS zone files

CAIDA IPv6 router DNS names

Traceroute

Prof. Dr. Thomas C. Schmidt
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Crowdsourcing

Prof. Dr. Thomas C. Schmidt
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Crowdsourcing

Blue balls are only served by an IPv6-

enabled server

Inspect server logs to measure host 

addresses

Prof. Dr. Thomas C. Schmidt
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Looking at the entire IPv6 node space

How biased are sources of IPv6 addresses?

Prof. Dr. Thomas C. Schmidt
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Cumulative increase of v6 addresses

Prof. Dr. Thomas C. Schmidt

Strong increase of 

traceroute due to home 

routers
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Understanding traceroute grow in more detail

Prof. Dr. Thomas C. Schmidt

…::ff:fe:…

Indicates SLAAC addresses

Roughly, split 48 bit MAC 

address into two 24 bit blocks, 

separated by ff:fe

(Privacy extensions exist …)
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Understanding traceroute grow in more detail

Prof. Dr. Thomas C. Schmidt

…::ff:fe:…

Indicates SLAAC addresses

Roughly, split 48 bit MAC 

address into two 24 bit blocks, 

separated by ff:fe

(Privacy extensions exist …)

90% were SLAAC addresses

47% ZTE

47% AVM

1% Huawei

+ long tail of 240 other vendors
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Do the sources cover many ASes?

Prof. Dr. Thomas C. Schmidt

Unbalanced (CT, domain lists) 

vs. balanced (RIPE Atlas)
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Visualizing IP address space

Prof. Dr. Thomas C. Schmidt

IPv4 IPv6
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zesplot: Visualizing v6 announced address space

Prof. Dr. Thomas C. Schmidt

IPv6 prefixes represented 

as a rectangle

Order prefixes by {prefix-

size, ASN}

Start by filling vertical row, 

then horizontal row, then 

vertical row etc.
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Some prefixes contain unusually large 

numbers of addresses. Why?

Prof. Dr. Thomas C. Schmidt
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Challenge: Aliased network prefixes

Complete prefix is assigned to a host

Host listens on all possible addresses

Consequence

Artificial inflation of hitlists

Some hosts will over-represent the hitlist

Prof. Dr. Thomas C. Schmidt
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Alias detection: Fixed prefix length

Assumption

It is unlikely that a randomly selected IPv6 

address replies

Approach

Construct medium-sized prefixes (e.g., /96)

Send probes to n randomly selected 

addresses in the prefixes

If you receive n replies, likely because of 

aliased prefix

Prof. Dr. Thomas C. Schmidt
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Alias detection: Dynamic prefix length 

Detection at different prefix lengths

Generate pseudo-random address for each 4-

bit sub-prefix

Prof. Dr. Thomas C. Schmidt
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Detected aliased prefixes

Prof. Dr. Thomas C. Schmidt
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Detected aliased prefixes

Prof. Dr. Thomas C. Schmidt

All /48 prefixes

Majority belongs 

to Amazon and 

Incapsula (both 

cloud providers)
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All prefixes covered by hitlist Aliased prefixes
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Can we identify common addressing schemes 

in hitlists?

Prof. Dr. Thomas C. Schmidt
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Techniques to learn new addresses

Entropy/IP

• Generate new addresses by leveraging entropy of seed addresses

• Similar approach to grouping addresses based on their structure as shown earlier

6Gen

• Generate new addresses in dense address regions

• If we see addresses

• 2001:0db8:0407:8000::4

• 2001:0db8:0407:8000::5

• 2001:0db8:0407:8000::8

• Likely other valid addresses

• 2001:0db8:0407:8000::6

• 2001:0db8:0407:8000::7

Prof. Dr. Thomas C. Schmidt
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Entropy clustering

Take a set of responsive IPv6 addresses from a 
particular network (e.g., /32 prefix, a prefix from 
BGP dumps, or an AS)

Calculate the normalized Shannon entropy for 
each IPv6 nybble (4 bits = one hex char) for all 
addresses in the set; repeat for each network

Use these fingerprints as input for k-means 
clustering to predict more responsive addresses

Plot median fingerprints and cluster popularity

Prof. Dr. Thomas C. Schmidt
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Entropy clustering

Prof. Dr. Thomas C. Schmidt
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Entropy clustering of /32 prefixes

(consider only interface identifiers)

Prof. Dr. Thomas C. Schmidt

Fingerprint is only based 

on nybbles 17-32
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Entropy clustering of /32 prefixes

(Full address)

Prof. Dr. Thomas C. Schmidt

Just a handful of 

schemes deployed in

the Internet
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How does cross-protocol responsiveness look like?

Prof. Dr. Thomas C. Schmidt
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Generate v6 targets and probe daily

If address responds on protocol X, how likely 

is it to respond on protocol Y?

Helps to identify relevant addresses for 

specific measurements
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Is there a benefit of using more than one 

address learning tool?

Prof. Dr. Thomas C. Schmidt
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Comparing Entropy/IP and 6Gen and responsiveness

Prof. Dr. Thomas C. Schmidt



82

Discussions

Time-to-measurements

IPv6 server are more responsive compared to home devices and clients

When using hitlists as input, client devices need to be measured in minutes

Hitlist tailoring

Prevent bias by removing aliased prefixes

Tailor down to ASes, protocols etc. depends on study

Unresponsive addresses

Can be used to understand addressing schemes inside a prefix
Prof. Dr. Thomas C. Schmidt
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